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## Abstract

The concept of best proximity point in metric spaces for Prešić type nonself operators is demonstrated by many researchers. In the present dissertation, we discussed the notion of Prešić type nonself operators and acquire some best proximity points results for such operators in the setting of $b$-metric spaces. The Prešić type nonself operators played an important role in the extension and generalization of Banach contraction principle. Our result will be valuable in solving particular best proximity points and fixed point results in the setting of $b$-metric spaces.
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## Chapter 1

## Introduction

### 1.1 Background

Mathematics has numerous uses in every field of life and it is one of the main branches of scientific knowledge. In scientific knowledge, mathematics has an important role, so it is called the mother of sciences. It is further classified into several divisions and functional analysis is considered as one of the foremost important branches of mathematics. Fixed point theory is a significant notion in functional analysis. Fixed point theory provides suitable conditions for the existence of a problem solution. In various fields of science, the idea of fixed point theory has many applications, such as optimization theory, mathematical economics and approximation theory etc. From last five to six decades, fixed point theory has become the fascinating and greatest growing research area for mathematicians.

In 1886, Poincare [1] was the first mathematician who study the field of fixed point theory. Afterward Brouwer [2] considered the fixed point problem and established fixed point theorems for the solution of the equation $\mathbb{T}(s)=s$. In different dimensions, he also proved several fixed point results.

Metric space is pivotal point of fixed-point theory. The definition of metric space was initiated for the first time by a French mathematician Frechet [3]. He is regarded as a founder of modern topology and he contributed significantly in the
field of set theory and functional theory. He introduced the general concept of entire metric space soley.

Stefan Banach [4] proved a significant result known as Banach Contraction Principle (BCP) in 1922. The analysis of BCP is considered to be the most fundamental consequence in the field of fixed point theory. The two main points come from this principle. The first is that it guarantees the presence and uniqueness of fixed point. The second and most important one is that the fixed point of mapping can be determined by an approach.

Substantially, BCP was also invesstigated by Kannan [5] and Chatterjea [6] by replacing contraction conditions. In literature of fixed point theory, a lot of researchers [7-10] used various methods for extension and generalization of BCP, either it is using the different spaces or replacing the contraction conditions. Bakhtin [11] initiated the analysis of one of the most interesting generalization of metric spaces known as $b$-metric spaces and he extended the BCP [4] in setting of $b$ metric spaces. Many researchers investigated fixed point theory in distinguishing mappings like mixed single as well as set-valued in $b$-metric spaces [12-15].

Prešić [16] gave a contractive condition on the finite product of metric spaces and proved a fixed point theorem. For the operators defined on product spaces, the analysis of Prešić is considered foremost important extensions of BCP. A lot of other researchers worked on the other forms of Prešić results like Berinde et al. [17], Khan et al. [18], Păcurar [19], and Shukla et al. [20, 21].

In addition to differential equations, several problems that arise in various domain of mathematics, such as optimization theory, can also be formulated as a fixedpoint equation of the form $T s=s$. If $T$ is self mapping and the other conditions are fulfilled, then the above equation has a solution. While, if $T$ is non-selfmapping, then there is no solution to the equation given above. Therefore the value of the element $s$ must be determined which is closest to $T s$ in this situation. So, Fan [22] suggested the idea of best proximity point(BPP) result for non-self continuous mappings in 1969. Numerous former researchers works on extensions of Fan's theorem like Reich [23], Sehgak and Singh [24] and Prolla [25].

In the literature, many researchers have examined the presence of best proximity points by using various approaches. In 2010, Basha [26] presented the concept and extended BCP for the existance of BBP and stated some results for proximal contraction. By using the generalized $\alpha-\psi$-proximal contractions in complete metric spaces, Jleli and Samet [27] discussed the nature of BPP. Markin and Shahzad[28] took relatively $u$-continuous mappings to acquire the best proximity points. Nawab et al. [29] established the BCP for modified Suzuki $\alpha$-proximal contractions in the setting of complete metric spaces. For further details of BBP we can see for example [30-34].

In this thesis, the main focus on discussion is on "Presic type nonself operators and related best proximity results" by Usman et al. [35]. After the comprehensive analysis of the paper, results have been extended in setting of $b$-matric spaces.

The rest of dissertation is organized as follows:

## - Chapter 2

This chapter includes the basic concepts, definitions and examples regarding graph theory, metric spaces, $b$-metric spaces and fixed point theory.

## - Chapter 3

This chapter is about the literature review and study of BBP results for Presic type nonself operators enclosed by metric spaces comprehensively.

## - Chapter 4

This chapter emphasizes on the idea of Presic type nonself operators in $b$-metric spaces.

## - Chapter 5

In this chapter, the conclusion is presented.

## Chapter 2

## Preliminaries

In this chapter few basic definitions, results and examples are presented which are used in subsequent chapters. The first section covers some basics of graph theory with examples. The second section concerns with the metric spaces and $b$-metric spaces with related examples. The last section concerns with the BCP and fixed points in metric spaces.

### 2.1 Graph Theory

Graph theory deals with investigation as well as analysis of graphs. Whereas, graph is the class of mathematical structures that involves physical representation of problems related to daily life which contains piecewise relations that is developed between points. Graphs are designed by vertices which is also known as nodes or point. Furthermore, they are fixed by edges or links or lines. Indeed, prior text related to concept of graph theory appeared in 1936.

## Definition 2.1.1.

Graph is the combination of vertices and edges where vertex means points shown on the graph and the lines that joins those points(vertices) are called edges of graph.

## Definition 2.1.2.

"An edge with identical ends is called a loop." [36]


Figure 2.1: A graph having a loop and multiple edges

In the above graph, vertices $=\{1,2,3,4,5\}$ and edges $=\{a 1, a 2, a 3, a 4, a 5, a 6, a 7, a 8\}$.

## Definition 2.1.3.

Parallel edges are those edges in which the edges of two point having the same end.

## Definition 2.1.4.

"A Simple graph is a graph that has no self-loops and edges." [37]

## Definition 2.1.5.

A walk in a graph $G=(V, E)$ is a sequence of vertices

$$
v_{0}, v_{1}, v_{2}, \ldots, v_{k} \in V
$$

such that for every $i=1, \ldots, k,\left(v_{i-1}, v_{i}\right) \in E$. In this case, we say that the walk is from $v_{0}$ to $v_{k}$. Furthermore, if all the vertices are distinct, then the walk is called a path.


Figure 2.2: Path diagram

In figure $2.2, v_{0}=1 ; v_{i}=11$ and $\left\{v_{i}\right\}: i=0,1,2, \ldots, 10$ is a path.

## Definition 2.1.6.

A graph in which the path is defined from each edge from one vertex to the other is called directed graph.


Figure 2.3: A directed graph

### 2.2 Metric Spaces and b-Metric Spaces

Frachet [3] developed the idea of metric spaces in 1906.

## Definition 2.2.1.

"A metric space is a pair $(X, d)$, where $X$ is a set and $d$ is a metric on $X$ (or distance function on $X$ ), that is, a function defined on $X \times X$ such that for all $x, y, z \in X$ we have:
(M1) d is real-valued, finite and non negative;
(M2) $d(x, y)=0$ if and only if $\quad x=y$;
(M3) $d(x, y)=d(y, x) \quad$ (Symmetry);
(M4) $d(x, y) \leq d(x, z)+d(z, y) \quad$ (Triangle inequality)." [38]
Example 2.2.1. Consider $\mathbb{X}=\mathbb{R}$, define a metric $d: \mathbb{X} \times \mathbb{X} \rightarrow \mathbb{R}$ as

$$
\mathrm{d}(s, c)=\sqrt{|s-c|} \quad \text { for all } s, c \in \mathbb{X}
$$

then $(R, d)$ is a metric space.
Example 2.2.2. Consider $\mathbb{X}=\mathbb{R}^{2}$, define $d: \mathbb{R}^{2} \times \mathbb{R}^{2} \rightarrow \mathbb{R}$ by

$$
\mathrm{d}(s, c)=\max \left\{\left|s_{1}-c_{1}\right|,\left|s_{2}-c_{2}\right|\right\} .
$$

Then $\left(\mathbb{R}^{2}, d\right)$ is a metric space.

## Definition 2.2.2.

"Let $X=(X, d)$ and $Y=(Y, \tilde{d})$ be metric spaces. A mapping $T: X \rightarrow Y$ is said to be continuous at a point $x_{0} \in X$ if for every $\epsilon>0$ there is a $\delta>0$ such that

$$
\tilde{d}\left(T x, T x_{0}\right)<\epsilon \quad \text { for all } x \text { satisfying } \quad d\left(x, x_{0}\right)<\delta .
$$

$T$ is said to be continuous if it is continuous at every point of $X$." [38]
Example 2.2.3. Let us define a self mapping $\mathbb{T}$ on set of real numbers $\mathbb{R}$ endowed with usual metric, such that

$$
\mathbb{T}(s)=s^{7} \quad \text { where } s \in \mathbb{X}
$$

Then $\mathbb{T}$ a is continuous mapping.

## Definition 2.2.3.

"A sequence $\left(x_{n}\right)$ in a metric space $X=(X, d)$ is said to converge or to be convergent if there is an $x \in X$ such that

$$
\lim _{n \rightarrow \infty} d\left(x_{n}, x\right)=0
$$

$x$ is called the limit of $\left(x_{n}\right)$ and we write

$$
\lim x_{n}=x
$$

or, simply,

$$
x_{n} \rightarrow x .
$$

We say that $\left(x_{n}\right)$ converges to $x$ or has the limit $x$. If $\left(x_{n}\right)$ is not convergent, it is said to be divergent." [38]

## Example 2.2.4.

The sequence $s_{n}=\frac{1}{n}$ where $n \in \mathbb{R}$ is a convergent sequence in $(\mathbb{R}, \mathrm{d})$, where d is usual metric.

## Definition 2.2.4.

"A metric space $X$ is called compact if every sequence in $X$ has a convergent subsequence." [38]

## Definition 2.2.5.

"A sequence $\left\{x_{n}\right\}$ in a metric space $X=(X, d)$ is said to be Cauchy sequence (or fundamental) if for each $\epsilon>0$ there exist a positive number $\mathbb{N}=\mathbb{N}(\epsilon)$ such that

$$
d\left(x_{n}, x_{m}\right)<\epsilon \text { for all } m, n>\mathbb{N} . "[38]
$$

## Definition 2.2.6.

"If every Cauchy sequence in a metric space $(X, d)$ converges to a point $x \in X$ then $X$ is called complete metric space." [38]

## Example 2.2.5.

Closed interval $[2,4]$ in $\mathbb{R}$ is complete with usual metric on $\mathbb{R}$.

## Example 2.2.6.

The real line $\mathbb{R}$ and the complex plane $\mathbb{C}$ are complete with usual metric on $\mathbb{R}$ and $\mathbb{C}$ respectively.

Concept of $b$-metric space is prior by Bakhtin [11].

## Definition 2.2.7.

"Consider a non-empty set $X$ with a real number $s \geq 1$. A function $d: X \times X \rightarrow[0, \infty)$ is called $b$-metric if it satisfies the following properties for each $x, y, z \in X$,
(b1) $d(x, y)=0 \Leftrightarrow x=y$;
(b2) $d(x, y)=d(y, x)$;
(b3) $d(x, y) \leq s[d(x, z)+d(z, y)]$;
the pair $(X, d)$ is called a $b$-metric space." [39]
Remark 2.1.
When $s=1$ then the concept of $b$-metric space coincides with concept of metric space.

## Example 2.2.7.

Consider $\mathbb{X}=\mathbb{R}$ be a function defined by

$$
\mathrm{d}(s, c)=(s-c)^{2} \quad \forall \quad s, c \in \mathbb{X}
$$

Then a pair $(\mathbb{R}, \mathrm{d})$ is $b$-metric space with $b=2$.
Remark 2.2.
Any metric space is a $b$-metric space. The converse, however, is not necessarily valid.

## Definition 2.2.8.

"Let $(X, d)$ be a $b$-metric space. A sequence $\left\{x_{n}\right\}$ in $X$ is called convergent if and only if there exist $x \in X$ such that $d_{b}\left(x_{n}, x\right) \rightarrow 0$ as $n \rightarrow 0$." [40]

## Definition 2.2.9.

"Let $(X, d)$ be a $b$-metric space. A sequence $\left\{x_{n}\right\}$ in $X$ is called Cauchy if and only if $d_{b}\left(x_{n}, x_{m}\right) \rightarrow 0$ as $m, n \rightarrow \infty$." [40]

## Definition 2.2.10.

"The $b$-metric space $(X, d)$ is said to be complete if every Cauchy sequence in $X$ is convergent." [40]

Remark 2.3.
A $b$-metric space is not a continues function.
Example 2.2.8. Consider $\mathbb{X}=\mathbb{N} \cup\{\infty\}$. A function $\mathrm{d}_{b}: \mathbb{X} \times \mathbb{X} \rightarrow \mathbb{R}$ by:

$$
\mathrm{d}_{b}\left(s_{1}, s_{2}\right)= \begin{cases}0 & \text { if } \quad s_{1}=s_{2} \\ \left|\frac{1}{s_{1}}-\frac{1}{s_{2}}\right| & \text { if one of } s_{1}, s_{2} \text { is even and other is even or } \infty, \\ 5 & \text { if one of } s_{1}, s_{2} \text { is odd and other is odd or } \infty, \\ 2 & \text { otherwise }\end{cases}
$$

It can be verified that $\forall s_{1}, s_{2}, s_{3} \in \mathbb{X}$, we have

$$
\mathrm{d}_{b}\left(s_{1}, s_{3}\right) \leq \frac{5}{2}\left(\mathrm{~d}_{b}\left(s_{1}, s_{2}\right)+\mathrm{d}_{b}\left(s_{2}, s_{3}\right)\right) .
$$

Thus $\left(\mathbb{X}, \mathrm{d}_{b}\right)$ is a $b$-metric space with $b=\frac{5}{2}$.
Consider a sequence $s_{m}=2 m$ for each $m \in \mathbb{N}$, then

$$
\mathrm{d}_{b}(2 m, \infty)=\frac{1}{2 m} \rightarrow 0 \quad \text { as } \quad m \rightarrow \infty,
$$

further

$$
\lim _{m \rightarrow \infty} \mathrm{~d}_{b}(2 m, \infty)=0
$$

but

$$
\begin{aligned}
\lim _{m \rightarrow \infty} \mathrm{~d}_{b}\left(s_{m}, 1\right)=2 & \nrightarrow 5 \\
& =d_{b}(\infty, 1) .
\end{aligned}
$$

$\Rightarrow$ It is not a continues.

### 2.3 BCP and Fixed Point Theory

A wide diversity of problems appearing in various areas of pure and applied mathematics like differential equations, discrete and continuous system of dynamics can be modeled as fixed point equation.

## Definition 2.3.1.

"Let $T: X \rightarrow X$ be a mapping on a set $X$. A point $x \in X$ is said to be a fixed point of $T$ if

$$
T x=x
$$

that is, a point is mapped onto itself.
Geometrically, if $y=\mathbb{T} x$ is real valued function, then by a fixed point of $\mathbb{T}$ means where the line $y=x$ intersect the graph of $\mathbb{T}$. A function may therefore have a fixed point or not have one. In addition, the fixed point might or may not be unique." [41]


Figure 2.4: Three fixed points

The graph mention above represents a function having three fixed points.

Example 2.3.1. Let $\mathbb{X}=\mathbb{R}$ be endowed with metric $d(s, c)=|s-c|$ and $\mathbb{T}: \mathbb{X} \rightarrow \mathbb{X}$, define by

$$
\mathbb{T} s=(s+2) \quad \text { for each } \quad s \in \mathbb{X}
$$



Figure 2.5: No fixed point

Then, there is no fixed point for $\mathbb{T}$.

## Definition 2.3.2.

"Let $X=(X, d)$ be a metric space. A mapping $T: X \rightarrow X$ is called a contraction on $X$ if there is a positive real number $\alpha<1$ such that for all $x, y \in X$

$$
d(T x, T y) \leq \alpha d(x, y) \quad(\alpha<1) .
$$

Geometrically this means that any points $x$ and $y$ have images that are closer together than those points $x$ and $y$ more precisely, the ratio $d(T x, T y) / d(x, y)$ does not exceeds a constant $\alpha$ which is strictly less than 1." [38]

Example 2.3.2. Consider $\mathbb{X}=[0,3]$ with the usual metric space $\mathrm{d}(s, c)=|s-c|$. Then $\mathbb{T}: \mathbb{X} \rightarrow \mathbb{X}$, define by

$$
\mathbb{T}(s)=\frac{1}{4+s}
$$

is a contraction mapping. Since

$$
\begin{aligned}
\mathrm{d}(\mathbb{T} s, \mathbb{T} c) & \leq \mathrm{d}\left(\frac{1}{4+s}, \frac{1}{4+c}\right), \\
& \leq\left|\frac{1}{4+s}-\frac{1}{4+c}\right|, \\
& \leq\left|\frac{4+c-4-s}{(4+s)(4+c)}\right|,
\end{aligned}
$$

$$
\begin{aligned}
& \leq\left|\frac{-(s-c)}{(4+s)(4+c)}\right| \\
& \leq \frac{|s-c|}{(4)(4)} \\
& \leq \frac{1}{16} \mathrm{~d}(s, c) .
\end{aligned}
$$

Here $\alpha=\frac{1}{16}$.

In 1922, Banach [38] established the following fixed point result, popularly named as Banach contraction theorem.

## Theorem 2.3.1.

"Consider a metric space $X=(X, d)$, where $X \neq \phi$. Suppose that $X$ is complete and let $T: X \rightarrow X$ be a contraction on $X$. Then $T$ has precisely one fixed point." [38]

Example 2.3.3. Consider $\mathbb{X}=\mathbb{R}$ endowed with usual metric $\mathrm{d}\left(\mathbb{T}\left(s_{1}\right), \mathbb{T}\left(s_{2}\right)\right)=\left|s_{1}-s_{2}\right|$. Define a mappig $\mathbb{T}: \mathbb{X} \times \mathbb{X} \rightarrow \mathbb{R}$ by

$$
\mathbb{T} s=1+\frac{s}{3},
$$

here $s=\frac{3}{2}$ is a unique fixed point.

## Chapter 3

## Prešić Form of Nonself Operators and Related Best Proximity Results

In this chapter, we will discuss few best proximity results in metric spaces. Basha [26] explained certain BBP results for proximal contractions in 2011. Ali et al. [35] acquired the best proximity theorms for Prešić type non self operators in metric spaces.

### 3.1 BBP in Metric Spaces

Consider a mapping $\mathbb{T}: \mathbb{X} \rightarrow \mathbb{Y}$, define by

$$
\begin{equation*}
\mathbb{T}(s)=s \tag{3.1}
\end{equation*}
$$

here $\mathbb{T}$ is non-self mapping, therefore (3.1) does not definitely have a fixed point. In this situation, it is worthy to find the estimated solution $s$ such that the error $\mathrm{d}(s, T s)$ is minimal. This is the concept behind the best approximation thoery. The existence of BBP in Banach space was introduced by Elderd et al. [42] in 2005.

### 3.2 Some Basic Definitions

This section presents few major concepts and notions that will be used during the following chapter. We commence by using important notations. Throughout $(\mathbb{X}, \mathrm{d})$ is a metric space and a directed graph $\mathbb{G}=(\mathbb{V}, \mathbb{E})$ is defined on a $\mathbb{X}$.

Definition 3.2.1. Consider $\mathbb{H}, \mathbb{K} \neq \phi$, where $\mathbb{H}, \mathbb{K} \subseteq \mathbb{X}$, then define
$\mathrm{d}(\mathbb{H}, \mathbb{K})=\inf \{\mathrm{d}(h, k): h \in \mathbb{H}, k \in \mathbb{K}\}$,
$\mathrm{d}\left(x_{0}, \mathbb{K}\right)=\inf \left\{\mathrm{d}\left(x_{0}, k\right): k \in \mathbb{K}\right\}$,
$\mathbb{H}_{0}=\{h \in \mathbb{H}: \mathrm{d}(h, k)=\mathrm{d}(\mathbb{H}, \mathbb{K})$ for some $k \in \mathbb{K}\}$,
$\mathbb{K}_{0}=\{k \in \mathbb{K}: \mathrm{d}(h, k)=\mathrm{d}(\mathbb{H}, \mathbb{K})$ for some $h \in \mathbb{H}\}$.

## Definition 3.2.2.

"Consider a metric space $(X, d)$. Suppose $A$ and $B$ be two non-empty subsets of $X$. An element $x \in A$ is said to be a BPP of the mapping $T: A \rightarrow B$ if

$$
d(x, T x)=d(A, B) . "[43]
$$

Remark 3.1. From the above definition, it is obvious that the BPP deduces to fixed point with self mapping.

Basha and Shahzad [44] have presented the following definition.

## Definition 3.2.3.

Consider a complete metric space $(\mathbb{X}, d)$. Suppose that $\mathbb{H}, \mathbb{K} \neq \phi$ where $\mathbb{H}, \mathbb{K} \subseteq \mathbb{X}$. If each sequence $\left\{k_{n}\right\}$ in $\mathbb{K}$ with $\mathrm{d}\left(h, k_{n}\right) \rightarrow \mathrm{d}(h, \mathbb{K})$, for some $h \in \mathbb{H}$, has a convergent subsequence. Then, $\mathbb{K}$ is called approximately compact with respect to $\mathbb{H}$.

## Definition 3.2.4.

Consider a complete metric space $(\mathbb{X}, \mathrm{d})$ endowed with graph $\mathbb{G}$. Suppose that $\mathbb{H}, \mathbb{K} \neq \phi$, where $\mathbb{H}, \mathbb{K} \subseteq \mathbb{X}$. Then $\mathbb{T}: \mathbb{H} \times \mathbb{H} \rightarrow \mathbb{K}$ is called to be path admissible, when:

$$
\left\{\begin{array}{l}
\mathrm{d}\left(w_{1}, \mathbb{T}\left(h_{1}, h_{2}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}), \\
\mathrm{d}\left(w_{2}, \mathbb{T}\left(h_{2}, h_{3}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}), \\
h_{1} P h_{3},
\end{array} \quad \Rightarrow\left(w_{1}, w_{2}\right) \in \mathbb{E},\right.
$$

where $h_{1}, h_{2}, h_{3}, w_{1}, w_{2} \in \mathbb{H}$.
Here $h_{1} P h_{3}, \Rightarrow h_{1}, h_{2}, h_{3} \in \mathbb{V}$ and $\left(h_{1}, h_{2}\right),\left(h_{2}, h_{3}\right) \in \mathbb{E}$.

### 3.3 BBP Theorems in Metric Spaces

## Definition 3.3.1.

Consider a complete metric space $(\mathbb{X}, d)$ endowed with graph $\mathbb{G}$. Suppose $\mathbb{H}, \mathbb{K} \neq \phi$, where $\mathbb{H}, \mathbb{K} \subseteq \mathbb{X}$. An element $h_{*} \in \mathbb{H}$ is said to be BPP of $\mathbb{T}: \mathbb{H} \times \mathbb{H} \rightarrow \mathbb{K}$ if

$$
\begin{equation*}
\mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}), \tag{3.2}
\end{equation*}
$$

where

$$
\mathrm{d}(\mathbb{H}, \mathbb{K})=\inf \{\mathrm{d}(h, k): h \in \mathbb{H}, k \in \mathbb{K}\} .
$$

## Theorem 3.3.1.

Consider a complete metric space $(\mathbb{X}, d)$ endowed with graph $\mathbb{G}$. Suppose $\mathbb{H}, \mathbb{K} \neq \phi$, where $\mathbb{H}, \mathbb{K} \subseteq \mathbb{X}$ are closed. Consider a mapping $\mathbb{T}: \mathbb{H} \times \mathbb{H} \rightarrow \mathbb{K}$ such that for each $h_{1}, h_{2}, h_{3}, w_{1}, w_{2} \in \mathbb{H}$ with $h_{1} P h_{3}$, that is, $\left(h_{1}, h_{2}\right),\left(h_{2}, h_{3}\right) \in \mathbb{E}$, and $\mathrm{d}\left(w_{1}, \mathbb{T}\left(h_{1}, h_{2}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K})=\mathrm{d}\left(w_{2}, \mathbb{T}\left(h_{2}, h_{3}\right)\right)$, we have:

$$
\begin{equation*}
\mathrm{d}\left(w_{1}, w_{2}\right) \leq \Gamma \max \left\{\mathrm{d}\left(h_{1}, h_{2}\right), \mathrm{d}\left(h_{2}, h_{3}\right)\right\}, \tag{3.3}
\end{equation*}
$$

where $\Gamma \in[0,1)$.
Further, suppose all the following asumptions are true:
(i) $\mathbb{T}$ is path admissible;
(ii) $\exists h_{0}, h_{1}, h_{2} \in \mathbb{H}$ which satisfy $\mathrm{d}\left(h_{2}, \mathbb{T}\left(h_{0}, h_{1}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K})$ and $h_{0} P h_{2}$;
(iii) $\mathbb{H}_{0}$ is nonempty;
(iv) $\mathbb{T}\left(\mathbb{H} \times \mathbb{H}_{0}\right) \subseteq \mathbb{K}_{0}$;
(v) $\mathbb{K}$ is approximately compact with respect to $\mathbb{H}$;
(vi) When $\left\{h_{j}\right\} \subseteq \mathbb{X}$ such that $h_{j} P h_{j+2}$ for all $j \in \mathbb{N}$ and $h_{j} \rightarrow a$ as $j \rightarrow \infty$, then $\left(h_{j}, a\right) \in \mathbb{E} \forall j \in \mathbb{N}$ and $(a, a) \in \mathbb{E}$,
then, $\exists$ a point $h_{*} \in \mathbb{H}$ which satisfy

$$
\mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K})
$$

that is, $\mathbb{T}$ has a BPP.

Proof. From assumption (ii), $h_{0}, h_{1}, h_{2} \in \mathbb{H}$ which satisfy

$$
\mathrm{d}\left(h_{2}, \mathbb{T}\left(h_{0}, h_{1}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}),
$$

and $h_{0} P h_{2}$, that is, $\left(h_{0}, h_{1}\right),\left(h_{1}, h_{2}\right) \in \mathbb{E}$.
From assumption (iv), we have $\mathbb{T}\left(h_{1}, h_{2}\right) \in \mathbb{K}_{0}$, and by the definition of $\mathbb{K}_{0}$, we have $h_{3} \in \mathbb{H}$ which satisfy

$$
\mathrm{d}\left(h_{3}, \mathbb{T}\left(h_{1}, h_{2}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K})
$$

Since from assumption (i), we get $\left(h_{2}, h_{3}\right) \in \mathbb{E}$. Thus, $h_{1} P h_{3}$.
Continuing this procedure, we build $\left\{h_{j \geq 2}\right\}$ in $\mathbb{H}$ which satisfy:

$$
\begin{equation*}
\mathrm{d}\left(h_{j+1}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}) \quad \forall j \in \mathbb{N}, \tag{3.4}
\end{equation*}
$$

and $h_{j-1} P h_{j+1}$, that is, $\left(h_{j-1}, h_{j}\right),\left(h_{j}, h_{j+1}\right) \in \mathbb{E}$ for all $j \in \mathbb{N}$.
From (3.3), we have:

$$
\begin{equation*}
\mathrm{d}\left(h_{j}, h_{j+1}\right) \leq \Gamma \max \left\{\mathrm{d}\left(h_{j-2}, h_{j-1}\right), \mathrm{d}\left(h_{j-1}, h_{j}\right)\right\} \text { for } j=2,3,4, \cdots . \tag{3.5}
\end{equation*}
$$

Consider $\mathrm{d}_{j}=\mathrm{d}\left(h_{j}, h_{j+1}\right)$ for all $j \in \mathbb{N} \cup\{0\}$.
Then we can rewrite (3.5) as

$$
\begin{equation*}
\mathrm{d}_{j} \leq \Gamma \max \left\{\mathrm{d}_{j-2}, \mathrm{~d}_{j-1}\right\} \quad \forall j=2,3,4, \cdots \tag{3.6}
\end{equation*}
$$

It is obviously true for $j=0,1$ because if we consider

$$
Z=\max \left\{\mathrm{d}_{0} / \psi, \mathrm{d}_{1} / \psi^{2}\right\}, \quad \text { where } \psi=\Gamma^{1 / 2} .
$$

Since $Z$ is $\max \left\{\mathrm{d}_{0} / \psi, \mathrm{d}_{1} / \psi^{2}\right\}$, then

$$
\mathrm{d}_{0} \leq Z \psi \quad \text { and } \quad \mathrm{d}_{1} \leq Z \psi^{2} .
$$

Take $j=2,3,4, \cdots$ in (3.6),

$$
\begin{aligned}
& \mathrm{d}_{2} \leq \Gamma \max \left\{\mathrm{d}_{0}, \mathrm{~d}_{1}\right\} \leq \Gamma \max \left\{Z \psi, Z \psi^{2}\right\} \leq \Gamma Z \psi=Z \psi^{3}, \\
& \mathrm{~d}_{3} \leq \Gamma \max \left\{\mathrm{d}_{1}, \mathrm{~d}_{2}\right\} \leq \Gamma \max \left\{Z \psi^{2}, Z \psi^{3}\right\} \leq \Gamma Z \psi^{2}=Z \psi^{4}, \\
& \mathrm{~d}_{4} \leq \Gamma \max \left\{\mathrm{d}_{2}, \mathrm{~d}_{3}\right\} \leq \Gamma \max \left\{Z \psi^{3}, Z \psi^{4}\right\} \leq \Gamma Z \psi^{3}=Z \psi^{5},
\end{aligned}
$$

continuing the same process, we obtain

$$
\mathrm{d}_{p} \leq \Gamma \max \left\{\mathrm{d}_{p-1}, \mathrm{~d}_{p-2}\right\} \leq \Gamma \max \left\{Z \psi^{p}, Z \psi^{p-1}\right\} \leq \Gamma Z \psi^{p-1},=Z \psi^{p+1} .
$$

Thus, by using induction, we get:

$$
\begin{equation*}
\mathrm{d}_{p-1} \leq Z \psi^{p} \text { for each } p \in \mathbb{N} . \tag{3.7}
\end{equation*}
$$

By triangle inequality,

$$
\begin{aligned}
\mathrm{d}\left(h_{p}, h_{p+q}\right) & \leq \mathrm{d}\left(h_{p}, h_{p+1}\right)+\mathrm{d}\left(h_{p+1}, h_{p+q}\right) \\
& \leq \mathrm{d}\left(h_{p}, h_{p+1}\right)+\mathrm{d}\left(h_{p+1}, h_{p+2}\right)+\mathrm{d}\left(h_{p+2}, h_{p+q}\right), \\
& \leq \mathrm{d}\left(h_{p}, h_{p+1}\right)+\mathrm{d}\left(h_{p+1}, h_{p+2}\right)+\mathrm{d}\left(h_{p+2}, h_{p+3}\right)+\cdots+\mathrm{d}\left(h_{p+q-1}, h_{p+q}\right), \\
& \leq Z \psi^{p+1}+Z \psi^{p+2}+Z \psi^{p+3}+\cdots+Z \psi^{p+q}, \\
& \leq Z \psi^{p+1}\left\{1+\psi+\psi^{2}+\cdots+\psi^{q-1}\right\}, \\
& \leq \frac{1-\psi^{q}}{1-\psi} Z \psi^{p+1}, \\
& \leq \frac{\psi^{p+1}}{1-\psi} Z,
\end{aligned}
$$

where $\psi=\Gamma^{1 / 2}<1$.

Letting $p \rightarrow \infty$,

$$
\begin{gathered}
\lim _{p \rightarrow \infty} \mathrm{~d}\left(h_{p}, h_{p+q}\right) \leq \lim _{p \rightarrow \infty} \frac{\psi^{p+1}}{1-\psi} Z, \\
\Rightarrow \quad \lim _{p \rightarrow \infty} \mathrm{~d}\left(h_{p}, h_{p+q}\right) \leq 0 . \\
\Rightarrow \quad \lim _{p \rightarrow \infty} \mathrm{~d}\left(h_{p}, h_{p+q}\right)=0 .
\end{gathered}
$$

Therefore, we get a Cauchy sequence $\left\{h_{j}\right\}$ in $\mathbb{H}$. Therefore, $\left\{h_{j}\right\}$ converges to some point $h_{*} \in \mathbb{H}$ and $h_{j} \in \mathbb{H}_{0}$ which satisfy

$$
\mathrm{d}(\mathbb{H}, \mathbb{K})=\mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right),
$$

that is, $\left(h_{j}, h_{*}\right) \in \mathbb{E}$.
Furthermore, we have to prove that $\mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right) \rightarrow \mathrm{d}\left(h_{*}, \mathbb{K}\right) \quad$ as $\quad j \rightarrow \infty$.
Since we know that

$$
\begin{aligned}
& \mathrm{d}(\mathbb{H}, \mathbb{K}) \leq \mathrm{d}\left(h_{*}, \mathbb{K}\right) . \\
& \mathrm{d}\left(h_{*}, \mathbb{K}\right) \leq \mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right), \\
&= \mathrm{d}\left(h_{*}, h_{j+1}\right)+\mathrm{d}\left(h_{j+1}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right), \\
&= \mathrm{d}\left(h_{*}, h_{j+1}\right)+\mathrm{d}(\mathbb{H}, \mathbb{K}), \quad \text { by } \quad(3.4) \\
& \leq \mathrm{d}\left(h_{*}, h_{j+1}\right)+\mathrm{d}\left(h_{*}, \mathbb{K}\right) .
\end{aligned}
$$

Therefore, $\quad \mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right) \rightarrow \mathrm{d}\left(h_{*}, \mathbb{K}\right) \quad$ as $\quad j \rightarrow \infty$.

Since assumption (v) hold, therefore $\left\{\mathbb{T}\left(h_{j-1}, h_{j}\right)\right\}$ has a subsequence $\left\{\mathbb{T}\left(h_{j_{m-1}}, h_{j_{m}}\right)\right\}$, that converges to $k_{*} \in \mathbb{K}$ such that

$$
\mathrm{d}\left(h_{*}, h_{*}\right)=\lim _{m \rightarrow \infty} \mathrm{~d}\left(h_{j_{m+1}}, \mathbb{T}\left(h_{j_{m-1}}, h_{j_{m}}\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}) .\right.
$$

We also have

$$
\mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}),
$$

that is, $\left(h_{j-1}, h_{j}\right),\left(h_{j}, h_{*}\right) \in \mathbb{E}$.

Hence, $h_{*} \in \mathbb{H}_{0}$. As we know $\mathbb{T}\left(h_{j}, h_{*}\right) \in \mathbb{K}_{0}$, and by definition of $\mathbb{K}_{0}$, we have
$g \in \mathbb{H}$ which satisfy

$$
\begin{equation*}
\mathrm{d}\left(g, \mathbb{T}\left(h_{j}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}) . \tag{3.8}
\end{equation*}
$$

From assumption (vi), we know that $\left(h_{j}, h_{*}\right) \in \mathbb{E} \forall j \in \mathbb{N}$. Hence, we have

$$
\mathrm{d}\left(g, \mathbb{T}\left(h_{j}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}) \quad \text { and } \quad \mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}) \text { for each } j \in \mathbb{N} .
$$

Thus, we get $h_{j-1} P h_{*}$, that is, $\left(h_{j-1}, h_{j}\right),\left(h_{j}, h_{*}\right) \in \mathbb{E}, \forall j \in \mathbb{N}$.
Hence, from (3.3), we get:

$$
\mathrm{d}\left(h_{j+1}, g\right) \leq \Gamma \max \left\{\mathrm{d}\left(h_{j-1}, h_{j}\right), \mathrm{d}\left(h_{j}, h_{*}\right)\right\} \text { for each } j=2,3,4, \cdots .
$$

Letting $j \rightarrow \infty$,

$$
\begin{gathered}
\mathrm{d}\left(h_{j+1}, g\right) \leq \Gamma \max \left\{\mathrm{d}\left(h_{j-1}, h_{j}\right), \mathrm{d}\left(h_{j}, h_{*}\right)\right\} \rightarrow 0 \quad \text { as } j \rightarrow \infty, \\
\Rightarrow \quad \lim _{j \rightarrow \infty} \mathrm{~d}\left(h_{j+1}, g\right) \leq 0, \\
\Rightarrow \mathrm{~d}\left(h_{*}, g\right)=0, \quad \text { that is } g=h_{*} .
\end{gathered}
$$

Put $g=h_{*}$ in (3.8),

$$
\mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{j}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}),
$$

that is, $\left(h_{*}, h_{*}\right) \in \mathbb{H}$.

Furthermore, note that $\mathbb{T}\left(h_{*}, h_{*}\right) \in \mathbb{K}_{0}$, and by definition of $\mathbb{K}_{0}$, we have $t \in \mathbb{H}$ which satisfy

$$
\begin{equation*}
\mathrm{d}\left(t, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}) \tag{3.9}
\end{equation*}
$$

From assumption (vi), we know that $\left(h_{*}, h_{*}\right) \in \mathbb{E}$, and we have,

$$
\mathrm{d}\left(t, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}) \quad \text { and } \quad \mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{j}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}) \quad \forall j \in \mathbb{N} .
$$

Thus we get $h_{j} P h_{*} \forall j \in \mathbb{N}$, that is, $\left(h_{j}, h_{*}\right),\left(h_{*}, h_{*}\right) \in \mathbb{E} \forall j \in \mathbb{N}$.

Thus, by (3.3),

$$
\begin{gathered}
\mathrm{d}\left(h_{*}, t\right) \leq \Gamma \max \left\{\mathrm{d}\left(h_{j}, h_{*}\right), \mathrm{d}\left(h_{*}, h_{*}\right)\right\} \quad \forall j \in \mathbb{N}, \\
=\Gamma \max \left\{\mathrm{d}\left(h_{j}, h_{*}\right), \mathrm{d}\left(h_{*}, h_{*}\right)\right\} \rightarrow 0 \quad \text { as } j \rightarrow \infty, \\
\Rightarrow \mathrm{~d}\left(h_{*}, t\right)=0, \quad \text { that is, } \quad t=h_{*} .
\end{gathered}
$$

By using $t=h_{*}$ in (3.9),

$$
\mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}) .
$$

Example 3.3.1. Consider $\mathbb{X}=\mathbb{R}^{2}$ endowed with usual metric

$$
\mathrm{d}\left(\left(s_{1}, s_{2}\right),\left(c_{1}, c_{2}\right)\right)=\left|s_{1}-c_{1}\right|+\left|s_{2}-c_{2}\right| \text { for each } s, c \in \mathbb{R}^{2} .
$$

Define a graph $\mathbb{G}$ as $\mathbb{V}=\mathbb{R}^{2}$ and

$$
\mathbb{E}=\left\{\left(s_{1}, s_{2}\right),\left(c_{1}, c_{2}\right): s_{1}, s_{2}, c_{1}, c_{2} \in[0,1]\right\} \cup\left\{(s, s): s \in \mathbb{R}^{2}\right\} .
$$

Take

$$
\mathbb{H}=\{(0, s): s \in[-2,2]\}, \quad \text { and } \quad \mathbb{K}=\{(1, s): s \in[-2,2]\} .
$$

Define:

$$
\mathbb{T}: \mathbb{H} \times \mathbb{H} \rightarrow \mathbb{K}, \quad \mathbb{T}((0, s),(0, c))=\left\{\begin{array}{l}
\left(1, \frac{s+c+2}{4}\right) \text { when } s, c \geq 0 \\
(1,|s+c|-2) \text { otherwise }
\end{array}\right.
$$

Let $\overline{h_{1}}, \overline{h_{2}}, \quad \overline{h_{3}} \geq 0$, and $\overline{h_{1}}=\left(0, h_{1}\right), \overline{h_{2}}=\left(0, h_{2}\right), \quad \overline{h_{3}}=\left(0, h_{3}\right) \in[-2,2]$,

To find $w_{1}$ and $w_{2}$, we have:

$$
\begin{equation*}
\mathrm{d}\left(\overline{w_{1}}, \mathbb{T}\left(\overline{h_{1}}, \overline{h_{2}}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K})=\mathrm{d}\left(\overline{w_{2}}, \mathbb{T}\left(\overline{h_{2}}, \overline{h_{3}}\right)\right) \tag{3.10}
\end{equation*}
$$

For this consider

$$
\begin{align*}
& \mathrm{d}(\mathbb{H}, \mathbb{K})= \\
& =\inf \{\mathrm{d}(\bar{h}, \bar{k}): \bar{h} \in \mathbb{H}, \bar{k} \in \mathbb{K}\}, \\
& = \\
& =\inf \{\mathrm{d}((0, s),(1, s)): \text { where } s \in[-2,2]\}, \\
& =1 .
\end{aligned} \quad \begin{aligned}
& \mathrm{d}\left(\overline{w_{1}}, \mathbb{T}\left(\overline{h_{1}}, \overline{h_{2}}\right)\right)=\mathrm{d}\left(\left(0, w_{1}\right), \mathbb{T}\left(\left(0, h_{1}\right),\left(0, h_{2}\right)\right)\right),  \tag{3.11}\\
&=\mathrm{d}\left(\left(0, w_{1}\right),\left(1, \frac{h_{1}+h_{2}+2}{4}\right)\right), \\
&=|0-1|+\left|w_{1}-\frac{h_{1}+h_{2}+2}{4}\right|, \\
&=1+\left|w_{1}-\frac{h_{1}+h_{2}+2}{4}\right| \\
& \Rightarrow \mathrm{d}\left(\overline{w_{1}}, \mathbb{T}\left(\overline{h_{1}}, \overline{h_{2}}\right)\right)=1+w_{1}-\frac{h_{1}+h_{2}+2}{4} .
\end{align*}
$$

Using (3.11) and (3.12) in (3.10), we obtain

$$
\begin{gathered}
1=1+w_{1}-\frac{h_{1}+h_{2}+2}{4} . \\
\Rightarrow \quad w_{1}=\frac{h_{1}+h_{2}+2}{4} .
\end{gathered}
$$

Similarly

$$
\begin{aligned}
\mathrm{d}\left(\overline{w_{2}}, \mathbb{T}\left(\overline{h_{2}}, \overline{h_{3}}\right)\right) & =\mathrm{d}\left(\left(0, w_{2}\right), \mathbb{T}\left(\left(0, h_{2}\right),\left(0, h_{3}\right)\right)\right), \\
& =\mathrm{d}\left(\left(0, w_{2}\right),\left(1, \frac{h_{2}+h_{3}+2}{4}\right)\right), \\
& =|0-1|+\left|w_{2}-\frac{h_{2}+h_{3}+2}{4}\right|, \\
& =1+w_{2}-\frac{h_{2}+h_{3}+2}{4} .
\end{aligned}
$$

From (3.10), we obtain

$$
\begin{gathered}
\Rightarrow \quad w_{2}=\frac{h_{2}+h_{3}+2}{4} . \\
\overline{w_{1}}=\left(0, \frac{h_{1}+h_{2}+2}{4}\right), \quad \overline{w_{2}}=\left(0, \frac{h_{2}+h_{3}+2}{4}\right),
\end{gathered}
$$

$\Rightarrow \overline{h_{1}}, \overline{h_{2}}, \overline{h_{3}}, \overline{w_{1}}, \overline{w_{2}} \in \mathbb{H}, \quad$ with $\quad \overline{h_{1}} P \overline{h_{3}}$.

Also we have

$$
\mathrm{d}\left(\overline{w_{1}}, \overline{w_{2}}\right) \leq \Gamma \max \left\{\mathrm{d}\left(\bar{h}_{1}, \bar{h}_{2}\right), \mathrm{d}\left(\bar{h}_{2}, \bar{h}_{3}\right)\right\},
$$

where

$$
\begin{aligned}
\mathrm{d}\left(\overline{w_{1}}, \overline{w_{2}}\right) & =\mathrm{d}\left(\left(0, w_{1}\right),\left(0, w_{2}\right)\right), \\
& =|0-0|+\left|w_{1}-w_{2}\right|, \\
& =\left|\frac{h_{1}+h_{2}+2}{4}-\frac{h_{2}+h_{3}+2}{4}\right|, \\
& =\frac{\left|h_{1}-h_{3}\right|}{4} . \\
\Rightarrow & \mathrm{d}\left(\overline{h_{3}}, \overline{w_{2}}\right)=\frac{\left|h_{1}-h_{3}\right|}{4} .
\end{aligned}
$$

Using above equation in (3.3),

$$
\Rightarrow \mathrm{d}\left(\overline{w_{1}}, \overline{w_{2}}\right)=\frac{\left|h_{1}-h_{3}\right|}{4}=\psi \max \left\{\mathrm{d}\left(\bar{h}_{1}, \bar{h}_{2}\right), \mathrm{d}\left(\bar{h}_{2}, \bar{w}_{1}\right)\right\} .
$$

Here $\psi=\Gamma^{\frac{1}{2}}=\frac{1}{2} \in[0,1)$.
Consider

$$
\overline{h_{1}}=\left(0, h_{1}\right), \overline{h_{2}}=\left(0, h_{2}\right), \overline{h_{3}}=\left(0, h_{3}\right) \in \mathbb{H} \quad \text { such that } \quad \overline{h_{1}} P \overline{h_{3}},
$$

Since

$$
\left(0, w_{1}\right)=\left(0, \frac{h_{1}+h_{2}+2}{4}\right), \quad\left(0, w_{2}\right)=\left(0, \frac{h_{2}+h_{3}+2}{4}\right) .
$$

We have

$$
\mathrm{d}\left(\left(0, w_{1}\right), \mathbb{T}\left(\left(0, h_{1}\right),\left(0, h_{2}\right)\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K})=\mathrm{d}\left(\left(0, w_{2}\right), \mathbb{T}\left(\left(0, h_{2}\right),\left(0, h_{3}\right)\right)\right),
$$

then $\left(\left(0, w_{1}\right),\left(0, w_{2}\right)\right) \in \mathbb{E}$.
Thus, $\mathbb{T}$ is path admissible.

Now we will prove that

$$
\mathrm{d}\left(h_{2}, \mathbb{T}\left(h_{0}, h_{1}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}), \quad \text { and } \quad h_{0} P h_{2} .
$$

To do so consider

$$
\overline{h_{1}}=(0,0), \quad \overline{h_{2}}=\left(0, \frac{1}{2}\right), \quad \overline{h_{3}}=\left(0, \frac{5}{8}\right) \in \mathbb{H},
$$

such that

$$
\begin{aligned}
\mathrm{d}\left(\left(0, \frac{5}{8}\right), \mathbb{T}\left((0,0),\left(0, \frac{1}{2}\right)\right)\right) & =\left|\left(0, \frac{5}{8}\right)-\left(1, \frac{0+\frac{1}{2}+2}{4}\right)\right|, \\
& =\left\lvert\,\left(0-1\left|+\left|\frac{5}{8}-\frac{5}{8}\right|,\right.\right.\right. \\
& =1, \\
& =\mathrm{d}(\mathbb{H}, \mathbb{K}) .
\end{aligned}
$$

and $(0,0) P\left(0, \frac{5}{8}\right)$.

Moreover, assumption (v) holds such that $h_{j} P h_{j+2} \forall j \in \mathbb{N}$, and $h_{j} \rightarrow a$ as $j \rightarrow \infty$, then $\left(h_{j}, a\right) \in \mathbb{E}$ for each $j \in \mathbb{N}$ and $(a, a) \in \mathbb{E}$.
Therefore, all axioms are true. Hence $\mathbb{T}$ has a BPP.

## Theorem 3.3.2.

Consider a complete metric space $(\mathbb{X}, d)$ endowed with graph $\mathbb{G}$. Suppose $\mathbb{H}, \mathbb{K} \neq \phi$, where $\mathbb{H}, \mathbb{K} \subseteq \mathbb{X}$ are closed. Consider a mapping $\mathbb{T}: \mathbb{H} \times \mathbb{H} \rightarrow \mathbb{K}$ such that for $h_{1}, h_{2}, h_{3}, w_{1}, w_{2} \in \mathbb{H}$ with $h_{1} P h_{3}$, that is, $\left(h_{1}, h_{2}\right),\left(h_{2}, h_{3}\right) \in \mathbb{E}$, and $\mathrm{d}\left(w_{1}, \mathbb{T}\left(h_{1}, h_{2}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K})=\mathrm{d}\left(w_{2}, \mathbb{T}\left(h_{2}, h_{3}\right)\right)$, we have:

$$
\begin{equation*}
\mathrm{d}\left(h_{3}, w_{2}\right) \leq \Gamma \max \left\{\mathrm{d}\left(h_{1}, h_{2}\right), \mathrm{d}\left(h_{2}, w_{1}\right)\right\}, \tag{3.13}
\end{equation*}
$$

where $\Gamma \in[0,1)$.
Moreover, suppose the following asumptions are true:
(i) $\mathbb{T}$ is path admissible;
(ii) $\exists h_{0}, h_{1}, h_{2} \in \mathbb{H}$ satisfying $\mathrm{d}\left(h_{2}, \mathbb{T}\left(h_{0}, h_{1}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K})$ and $h_{0} P h_{2}$;
(iii) $\mathbb{H}_{0}$ is nonempty;
(iv) $\mathbb{T}\left(\mathbb{H} \times \mathbb{H}_{0}\right) \subseteq \mathbb{K}_{0}$;
(v) $\mathbb{K}$ is approximately compact with respect to $\mathbb{H}$;
(vi) When $\left\{h_{j}\right\} \subseteq \mathbb{X}$ such that $h_{j} P h_{j+2}$ for each $j \in \mathbb{N}$ and $h_{j} \rightarrow a$ as $j \rightarrow \infty$, then $\left(h_{j}, a\right) \in \mathbb{E}$ for each $j \in \mathbb{N}$ and $(a, a) \in \mathbb{E}$,
then, $\exists$ a point $h_{*} \in \mathbb{H}$ which satisfy

$$
\mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K})
$$

that is, $\mathbb{T}$ has a BPP.

Proof. From assumption (ii), we have $h_{0}, h_{1}, h_{2} \in \mathbb{H}$ which satisfy

$$
\mathrm{d}\left(h_{2}, \mathbb{T}\left(h_{0}, h_{1}\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}),\right.
$$

and $h_{0} P h_{2}$, that is, $\left(h_{0}, h_{1}\right),\left(h_{1}, h_{2}\right) \in \mathbb{E}$.
From assumption (iv), we have $\mathbb{T}\left(h_{1}, h_{2}\right) \in \mathbb{K}_{0}$, and by the definition of $\mathbb{K}_{0}$, we have $h_{3} \in \mathbb{H}$ which satisfy

$$
\mathrm{d}\left(h_{3}, \mathbb{T}\left(h_{1}, h_{2}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}) .
$$

Since from assumption (i), we get $\left(h_{2}, h_{3}\right) \in \mathbb{E}$. Thus, $h_{1} P h_{3}$.
Continuing the same procedure, we build a sequence $\left\{h_{j \geq 2}\right\}$ in $\mathbb{H}$ which satisfy:

$$
\mathrm{d}\left(h_{j+1}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}) \quad \forall j \in \mathbb{N},
$$

and $h_{j-1} P h_{j+1}$, that is, $\left(h_{j-1}, h_{j}\right),\left(h_{j}, h_{j+1}\right) \in \mathbb{E}$ for all $j \in \mathbb{N}$.
From (3.13), we have:

$$
\begin{equation*}
\mathrm{d}\left(h_{j}, h_{j+1}\right) \leq \Gamma \max \left\{\mathrm{d}\left(h_{j-2}, h_{j-1}\right), \mathrm{d}\left(h_{j-1}, h_{j}\right)\right\} \text { for every } j=2,3,4, \cdots . \tag{3.14}
\end{equation*}
$$

Let $\mathrm{d}_{j}=\mathrm{d}\left(h_{j}, h_{j+1}\right)$ for all $j \in \mathbb{N} \cup\{0\}$.
Then we can rewrite (3.14) as

$$
\begin{equation*}
\mathrm{d}_{j} \leq \Gamma \max \left\{\mathrm{d}_{j-2}, \mathrm{~d}_{j-1}\right\} \quad \forall j=2,3,4, \cdots . \tag{3.15}
\end{equation*}
$$

From (3.15) and Theorem 3.3.1, we get a Cauchy sequence $\left\{h_{j}\right\} \subseteq \mathbb{H}$ such that $h_{j} \rightarrow h_{*}, h_{*} \in \mathbb{H}_{0}$. As $\mathbb{T}\left(h_{j}, h_{*}\right) \in \mathbb{K}_{0}$, we have $w \in \mathbb{H}$ satisfying

$$
\begin{equation*}
\mathrm{d}\left(w, \mathbb{T}\left(h_{j}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}) . \tag{3.16}
\end{equation*}
$$

From assumption (vi), $\left(h_{j}, h_{*}\right) \in \mathbb{E} \forall j \in \mathbb{N}$ and we also have

$$
\mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}) .
$$

Thus, we get $h_{j-1} P h_{*}$, that is, $\left(h_{j-1}, h_{j}\right),\left(h_{j}, h_{*}\right) \in \mathbb{E}$, for each $j \in \mathbb{N}$.
Hence, from (3.13), we get:

$$
\mathrm{d}\left(h_{*}, w\right) \leq \Gamma \max \left\{\mathrm{d}\left(h_{j-1}, h_{j}\right), \mathrm{d}\left(h_{j}, h_{j+1}\right)\right\} \quad \forall j \in \mathbb{N} .
$$

Letting $j \rightarrow \infty$,

$$
\begin{gathered}
\lim _{j \rightarrow \infty} \mathrm{~d}\left(h_{*}, w\right) \leq \Gamma \max \lim _{j \rightarrow \infty}\left\{\mathrm{~d}\left(h_{j-1}, h_{j}\right), \mathrm{d}\left(h_{j}, h_{j+1}\right)\right\} \quad \forall j \in \mathbb{N} . \\
\Rightarrow \lim _{j \rightarrow \infty} \mathrm{~d}\left(h_{*}, w\right) \leq 0 \\
\Rightarrow \mathrm{~d}\left(h_{*}, w\right)=0, \quad \text { that is, } \quad w=h_{*} .
\end{gathered}
$$

Using $w=h_{*}$ in (3.16), we get

$$
\mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{j}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K})
$$

That is, $\left(h_{*}, h_{*}\right) \in \mathbb{E}$. Furthermore, note that $\mathbb{T}\left(h_{*}, h_{*}\right) \in \mathbb{K}_{0}$, and there is $q \in \mathbb{H}$ which satisfy

$$
\begin{equation*}
\mathrm{d}\left(q, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}) . \tag{3.17}
\end{equation*}
$$

From assumption (vi), $\left(h_{*}, h_{*}\right) \in \mathbb{E}$. Thus,

$$
\begin{aligned}
& \mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{j}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}), \quad \text { and } \quad \mathrm{d}\left(q, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}), \\
& \quad \text { and } h_{j} P h_{*}, \text { that is, } \quad\left(h_{j}, h_{*}\right) \in \mathbb{E} \text { and }\left(h_{*}, h_{*}\right) \in \mathbb{E} .
\end{aligned}
$$

Hence, from (3.13),

$$
\begin{aligned}
\mathrm{d}\left(h_{*}, q\right) & \leq \Gamma \max \left\{\mathrm{d}\left(h_{j}, h_{*}\right), \mathrm{d}\left(h_{*}, h_{*}\right)\right\} \forall j \in \mathbb{N} . \\
\Rightarrow \mathrm{d}\left(h_{*}, q\right) & \leq \Gamma \max \left\{\mathrm{d}\left(h_{j}, h_{*}\right), \mathrm{d}\left(h_{*}, h_{*}\right)\right\} \rightarrow 0 \text { as } j \rightarrow \infty . \\
& \Rightarrow \mathrm{d}\left(h_{*}, q\right)=0, \text { that is } q=h_{*} .
\end{aligned}
$$

Thus, by putting $q=h_{*}$ in (3.17) we have

$$
\mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}) .
$$

Example 3.3.2. Consider $\mathbb{X}=\mathbb{R}^{2}$ endowed with usual metric

$$
\mathrm{d}\left(\left(s_{1}, s_{2}\right),\left(c_{1}, c_{2}\right)\right)=\left|s_{1}-c_{1}\right|+\left|s_{2}-c_{2}\right| \text { for each } s, c \in \mathbb{R}^{2} .
$$

Define a graph $\mathbb{G}$ as $\mathbb{V}=\mathbb{R}^{2}$ and

$$
\mathbb{E}=\left\{\left(s_{1}, s_{2}\right),\left(c_{1}, c_{2}\right): s_{1}, s_{2}, c_{1}, c_{2} \in[0,1]\right\} \cup\left\{(s, s): s \in \mathbb{R}^{2}\right\}
$$

Take

$$
\mathbb{H}=\{(0, s): s \in[-2,2]\}, \quad \text { and } \quad \mathbb{K}=\{(1, s): s \in[-2,2]\} .
$$

Define:

$$
\mathbb{T}: \mathbb{H} \times \mathbb{H} \rightarrow \mathbb{K}, \quad \mathbb{T}((0, s),(0, c))=(1, c) \quad \forall(0, s),(0, c) \in \mathbb{H} .
$$

Let $\overline{h_{1}}=\left(0, h_{1}\right), \overline{h_{2}}=\left(0, h_{2}\right), \overline{h_{3}}=\left(0, h_{3}\right) \in[-2,2]$.

To find $w_{1}$ and $w_{2}$, we have:

$$
\begin{equation*}
\mathrm{d}\left(\overline{w_{1}}, \mathbb{T}\left(\overline{h_{1}}, \overline{h_{2}}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K})=\mathrm{d}\left(\overline{w_{2}}, \mathbb{T}\left(\overline{h_{2}}, \overline{h_{3}}\right)\right) \tag{3.18}
\end{equation*}
$$

For this consider

$$
\begin{align*}
& \mathrm{d}(\mathbb{H}, \mathbb{K})= \\
& =\inf \{\mathrm{d}(\bar{h}, \bar{k}): \bar{h} \in \mathbb{H}, \bar{k} \in \mathbb{K}\}, \\
& = \\
& =\inf \{\mathrm{d}((0, s),(1, s)): \text { where } s \in[-2,2]\}, \\
& =1 .  \tag{3.19}\\
& \quad \Rightarrow \quad \mathrm{d}(\mathbb{H}, \mathbb{K})=1 . \\
& \begin{aligned}
& \mathrm{d}\left(\overline{w_{1}}, \mathbb{T}\left(\overline{h_{1}}, \overline{h_{2}}\right)\right)=\mathrm{d}\left(\left(0, w_{1}\right), \mathbb{T}\left(\left(0, h_{1}\right),\left(0, h_{2}\right)\right)\right), \\
&=\mathrm{d}\left(\left(0, w_{1}\right),\left(1, h_{2}\right)\right), \\
&=|0-1|+\left|w_{1}-h_{2}\right|, \\
&=1+w_{1}-h_{2} . \\
& \Rightarrow \mathrm{d}\left(\overline{w_{1}}, \mathbb{T}\left(\overline{h_{1}}, \overline{h_{2}}\right)\right)=1+w_{1}-h_{2} .
\end{aligned}
\end{align*}
$$

Using (3.19) and (3.20) in (3.18), we obtain

$$
\begin{gathered}
1=1+w_{1}-h_{2} \\
\Rightarrow \quad w_{1}=h_{2}
\end{gathered}
$$

Similarly

$$
\begin{aligned}
\mathrm{d}\left(\overline{w_{2}}, \mathbb{T}\left(\overline{h_{2}}, \overline{h_{3}}\right)\right) & =\mathrm{d}\left(\left(0, w_{2}\right), \mathbb{T}\left(\left(0, h_{2}\right),\left(0, h_{3}\right)\right)\right), \\
& =\mathrm{d}\left(\left(0, w_{2}\right),\left(1, h_{3}\right)\right), \\
& =|0-1|+\left|w_{2}-h_{3}\right|, \\
& =1+w_{2}-h_{3} .
\end{aligned}
$$

From (3.18), we obtain

$$
\Rightarrow \quad w_{2}=h_{2} .
$$

$$
\begin{aligned}
& \overline{w_{1}}=\left(0, w_{1}\right)=\left(0, h_{2}\right), \quad \overline{w_{2}}=\left(0, w_{2}\right)=\left(0, h_{3}\right), \\
& \Rightarrow \overline{h_{1}}, \overline{h_{2}}, \overline{h_{3}}, \overline{w_{1}}, \overline{w_{2}} \in \mathbb{H}, \quad \text { with } \overline{h_{1}} P \overline{h_{3}} .
\end{aligned}
$$

Also we have

$$
\begin{equation*}
\mathrm{d}\left(\overline{h_{3}}, \overline{w_{2}}\right) \leq \Gamma \max \left\{\mathrm{d}\left(\bar{h}_{1}, \bar{h}_{2}\right), \mathrm{d}\left(\bar{h}_{2}, \bar{w}_{1}\right)\right\}, \tag{3.21}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathrm{d}\left(\bar{h}_{3}, \bar{w}_{2}\right) & =\mathrm{d}\left(\left(0, h_{3}\right),\left(0, w_{2}\right)\right), \\
& =|0-0|+\left|h_{3}-w_{2}\right|, \\
& =\left|h_{3}-h_{3}\right|, \\
& =0 . \\
\Rightarrow & \mathrm{d}\left(\bar{h}_{3}, \bar{w}_{2}\right)=0 .
\end{aligned}
$$

Using above equation in (3.21),we get

$$
\Rightarrow \mathrm{d}\left(\overline{h_{3}}, \overline{w_{2}}\right)=0=\psi \max \left\{\mathrm{d}\left(\bar{h}_{1}, \bar{h}_{2}\right), \mathrm{d}\left(\bar{h}_{2}, \bar{w}_{1}\right)\right\} .
$$

Here we say $\psi=\Gamma^{\frac{1}{2}}=\frac{1}{2} \in[0,1)$.
Now we will prove condition (i) of Theorem 3.3.2. To do so we consider

$$
\overline{h_{1}}=\left(0, h_{1}\right), \quad \overline{h_{2}}=\left(0, h_{2}\right), \quad \overline{h_{3}}=\left(0, h_{3}\right) \in \mathbb{H} \quad \text { such that } \overline{h_{1}} P \overline{h_{3}} .
$$

Since
$\bar{w}_{1}=\left(0, w_{1}\right)=\left(0, h_{2}\right), \quad \bar{w}_{2}=\left(0, w_{2}\right)=\left(0, h_{3}\right)$,
and now we prove
$\mathrm{d}\left(\left(0, w_{1}\right), \mathbb{T}\left(\left(0, h_{1}\right),\left(0, h_{2}\right)\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K})$ and $\mathrm{d}(\mathbb{H}, \mathbb{K})=\mathrm{d}\left(\left(0, w_{2}\right), \mathbb{T}\left(\left(0, h_{2}\right),\left(0, h_{3}\right)\right)\right)$,

$$
\begin{aligned}
\mathrm{d}\left(\overline{w_{1}}, \mathbb{T}\left(\overline{h_{1}}, \overline{h_{2}}\right)\right) & =\mathrm{d}\left(\left(0, w_{1}\right), \mathbb{T}\left(\left(0, h_{1}\right),\left(0, h_{2}\right)\right)\right), \\
& =\mathrm{d}\left(\left(0, h_{2}\right),\left(1, h_{2}\right)\right), \\
= & 0-1\left|+\left|h_{2}-h_{2}\right|,\right. \\
= & 1 \\
= & \mathrm{d}(\mathbb{H}, \mathbb{K}) .
\end{aligned}
$$

Similarly

$$
\begin{aligned}
\mathrm{d}\left(\overline{w_{2}}, \mathbb{T}\left(\overline{h_{2}}, \overline{h_{3}}\right)\right) & =\mathrm{d}\left(\left(0, w_{2}\right), \mathbb{T}\left(\left(0, h_{2}\right),\left(0, h_{3}\right)\right)\right), \\
& =\mathrm{d}\left(\left(0, h_{2}\right),\left(1, h_{3}\right)\right), \\
& =|0-1|+\left|h_{3}-h_{3}\right|, \\
& =1=\mathrm{d}(\mathbb{H}, \mathbb{K}) .
\end{aligned}
$$

$\Rightarrow\left(\left(0, w_{1}\right),\left(0, w_{2}\right)\right) \in \mathbb{E}$.
Thus, $\mathbb{T}$ is path admissible.

Now we will prove condition (ii).

$$
\mathrm{d}\left(h_{2}, \mathbb{T}\left(h_{0}, h_{1}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}), \quad \text { and } \quad h_{0} P h_{2} .
$$

To do so consider

$$
\overline{h_{1}}=(0,0), \quad \overline{h_{2}}=\left(0, \frac{1}{2}\right), \quad \overline{h_{3}}=\left(0, \frac{5}{8}\right) \in \mathbb{H},
$$

such that

$$
\begin{aligned}
\mathrm{d}\left(\left(0, \frac{5}{8}\right), \mathbb{T}\left((0,0),\left(0, \frac{1}{2}\right)\right)\right) & =\left|\left(0, \frac{5}{8}\right)-\left(1, \frac{0+\frac{1}{2}+2}{4}\right)\right|, \\
& =\left\lvert\,\left(0-1\left|+\left|\frac{5}{8}-\frac{5}{8}\right|,\right.\right.\right. \\
& =1=\mathrm{d}(\mathbb{H}, \mathbb{K}) .
\end{aligned}
$$

and $(0,0) P\left(0, \frac{5}{8}\right)$.
Moreover, assumption (v) holds such that $h_{j} P h_{j+2} \forall j \in \mathbb{N}$, and $h_{j} \rightarrow a$ as $j \rightarrow \infty$
, then $\left(h_{j}, a\right) \in \mathbb{E}$ for each $j \in \mathbb{N}$ and $(a, a) \in \mathbb{E}$.
Therefore, all axioms are true. Hence $\mathbb{T}$ has a BPP.
Remark 3.2. Notice that, in the above example, Theorem 3.3.1 is not applicable.

Counter Example: Let $\overline{h_{1}}=\left(0, \frac{5}{8}\right), \quad \overline{h_{2}}=\left(0, \frac{1}{2}\right), \quad \overline{h_{3}}=(0,0) \in \mathbb{H}, \quad$ and $\bar{w}_{1}=\left(0, w_{1}\right)=\left(0, h_{2}\right)=\left(0, \frac{1}{2}\right) \quad, \quad \bar{w}_{2}=\left(0, w_{2}\right)=\left(0, h_{3}\right)=(0,0)$.

$$
\begin{aligned}
\mathrm{d}\left(\bar{w}_{1}, \bar{w}_{2}\right) & =\mathrm{d}\left(\left(0, w_{1}\right),\left(0, w_{2}\right)\right), \\
& =|0-0|+\left|w_{1}-w_{2}\right|, \\
& =\left|\frac{1}{2}-0\right|, \\
& =\frac{1}{2} .
\end{aligned}
$$

$$
\begin{aligned}
\mathrm{d}\left(\bar{h}_{1}, \bar{h}_{2}\right) & =\mathrm{d}\left(\left(0, \frac{5}{8}\right),\left(0, \frac{1}{2}\right)\right), \\
& =|0-0|+\left|\frac{5}{8}-\frac{1}{2}\right|, \\
& =\frac{1}{8} .
\end{aligned}
$$

$$
\begin{aligned}
\mathrm{d}\left(\bar{h}_{2}, \bar{h}_{3}\right) & =\mathrm{d}\left(\left(0, \frac{1}{2}\right),(0,0)\right), \\
& =|0-0|+\left|0-\frac{1}{2}\right|, \\
& =\frac{1}{2} .
\end{aligned}
$$

Use the above values in (3.3), we get

$$
\frac{1}{2} \leq \Gamma \max \left\{\frac{1}{8}, \frac{1}{2}\right\} \text { where } \Gamma \in[0,1)
$$

Let $\Gamma=\frac{1}{2} \in[0,1)$,then

$$
\frac{1}{2} \leq \frac{1}{2}\left(\frac{1}{2}\right)=\frac{1}{4} .
$$

Which is contradiction.

## Theorem 3.3.3.

Consider a complete metric space $(\mathbb{X}, d)$ endowed with graph $\mathbb{G}$. Suppose $\mathbb{H}, \mathbb{K} \neq \phi$, where $\mathbb{H}, \mathbb{K} \subseteq \mathbb{X}$ are closed. Let $\mathbb{T}: \mathbb{H} \times \mathbb{H} \rightarrow \mathbb{K}$ be a mapping such that for each $h_{1}, h_{2}, h_{3}, w_{1}, w_{2} \in \mathbb{H}$ with $h_{1} P h_{3}$, that is, $\left(h_{1}, h_{2}\right),\left(h_{2}, h_{3}\right) \in \mathbb{E}$, and $\mathrm{d}\left(w_{1}, \mathbb{T}\left(h_{1}, h_{2}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K})=\mathrm{d}\left(w_{2}, \mathbb{T}\left(h_{2}, h_{3}\right)\right)$, we have:

$$
\begin{equation*}
\mathrm{d}\left(\mathbb{T}\left(h_{2}, w_{1}\right), \mathbb{T}\left(h_{3}, w_{2}\right)\right) \leq \Gamma \mathrm{d}\left(\mathbb{T}\left(h_{1}, h_{2}\right), \mathbb{T}\left(h_{2}, h_{3}\right)\right), \tag{3.22}
\end{equation*}
$$

where $\Gamma \in[0,1)$.
Moreover, suppose that the following asumptions are true:
(i) $\mathbb{T}$ is path admissible;
(ii) $\exists h_{0}, h_{1}, h_{2} \in \mathbb{H}$ satisfying $\mathrm{d}\left(h_{2}, \mathbb{T}\left(h_{0}, h_{1}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K})$ and $h_{0} P h_{2}$;
(iii) $\mathbb{H}_{0}$ is nonempty;
(iv) $\mathbb{T}\left(\mathbb{H} \times \mathbb{H}_{0}\right) \subseteq \mathbb{K}_{0}$;
(v) $\mathbb{H}$ is approximately compact with respect to $\mathbb{K}$;
(vi) When $\left\{h_{j}\right\},\left\{\overline{h_{j}}\right\} \subseteq \mathbb{X}$ such that $h_{j} \rightarrow h$ and $\overline{h_{j}} \rightarrow \bar{h}$, then $\mathbb{T}\left(h_{j}, \overline{h_{j}}\right) \rightarrow \mathbb{T}(h, \bar{h})$,
then, $\exists$ a point $h_{*} \in \mathbb{H}$ which satisfy

$$
\mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}),
$$

that is, $\mathbb{T}$ has a BPP.

Proof. From assumption (ii), we get $h_{0}, h_{1}, h_{2} \in \mathbb{H}$ which satisfy

$$
\mathrm{d}\left(h_{2}, \mathbb{T}\left(h_{0}, h_{1}\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}),\right.
$$

and $h_{0} P h_{2}$, that is, $\left(h_{0}, h_{1}\right),\left(h_{1}, h_{2}\right) \in \mathbb{E}$.
From assumption (iv), we have $\mathbb{T}\left(h_{1}, h_{2}\right) \in \mathbb{K}_{0}$, and by the definition of $\mathbb{K}_{0}$, we have $h_{3} \in \mathbb{H}$ which satisfy

$$
\mathrm{d}\left(h_{3}, \mathbb{T}\left(h_{1}, h_{2}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}) .
$$

Since from assumption (i), we get $\left(h_{2}, h_{3}\right) \in \mathbb{E}$. Thus, $h_{1} P h_{3}$.
By continuing the same method further, we construct a sequence $\left\{h_{j}: j \in \mathbb{N} \backslash\right.$ $\{1\}\} \in \mathbb{H}$ which satisfy:

$$
\begin{equation*}
\mathrm{d}\left(h_{j+1}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}) \quad \forall j \in \mathbb{N}, \tag{3.23}
\end{equation*}
$$

and $\quad h_{j-1} P h_{j+1}$, that is, $\left(h_{j-1}, h_{j}\right),\left(h_{j}, h_{j+1}\right) \in \mathbb{E} \forall j \in \mathbb{N}$.

From (3.22), we have:

$$
\begin{equation*}
\mathrm{d}\left(\mathbb{T}\left(h_{j-1}, h_{j}\right), \mathbb{T}\left(h_{j}, h_{j+1}\right)\right) \leq \Gamma \mathrm{d}\left(\mathbb{T}\left(h_{j-2}, h_{j-1}\right), \mathbb{T}\left(h_{j-1}, h_{j}\right)\right) \forall j=2,3,4, \cdots . \tag{3.24}
\end{equation*}
$$

For convenience, we take $\mathbb{T}_{j-1}=\mathbb{T}\left(h_{j-1}, h_{j}\right)$ for each $j=2,3,4, \cdots$.
Then rewrite (3.24) as

$$
\begin{equation*}
\mathrm{d}\left(\mathbb{T}_{j-1}, \mathbb{T}_{j}\right) \leq \Gamma \mathrm{d}\left(\mathbb{T}_{j-2}, \mathbb{T}_{j-1}\right) \text { for each } j=2,3,4, \cdots \tag{3.25}
\end{equation*}
$$

By using induction,

$$
\begin{aligned}
\mathrm{d}\left(\mathbb{T}_{j-1}, \mathbb{T}_{j}\right) & \leq \Gamma \mathrm{d}\left(\mathbb{T}_{j-2}, \mathbb{T}_{j-1}\right), \\
& \leq \Gamma\left(\Gamma \mathrm{d}\left(\mathbb{T}_{j-3}, \mathbb{T}_{j-2}\right)\right), \\
& =\Gamma^{2} \mathrm{~d}\left(\mathbb{T}_{j-3}, \mathbb{T}_{j-2}\right), \\
& \leq \Gamma^{2} \Gamma \mathrm{~d}\left(\mathbb{T}_{j-4}, \mathbb{T}_{j-3}\right), \\
& =\Gamma^{3} \mathrm{~d}\left(\mathbb{T}_{j-4}, \mathbb{T}_{j-3}\right), \\
& \vdots \\
& \leq \Gamma^{j-1} \mathrm{~d}\left(\mathbb{T}_{0}, \mathbb{T}_{1}\right) \text { for } j=2,3,4, \cdots .
\end{aligned}
$$

Hence,

$$
\begin{gather*}
\mathrm{d}\left(\mathbb{T}_{p}, \mathbb{T}_{p+1}\right) \leq \Gamma^{p} \mathrm{~d}\left(\mathbb{T}_{1}, \mathbb{T}_{0}\right) \text { for } p=1,2,3, \cdots \\
\mathrm{~d}\left(\mathbb{T}\left(h_{p}, h_{p+1}\right), \mathbb{T}\left(h_{p+1}, h_{p+2}\right)\right) \leq \Gamma^{p} \mathrm{~d}\left(\mathbb{T}\left(h_{0}, h_{1}\right), \mathbb{T}\left(h_{1}, h_{2}\right)\right) \text { for } \quad p=1,2,3, \cdots . \tag{3.26}
\end{gather*}
$$

Now using triangle inequality,

$$
\begin{aligned}
& \mathrm{d}\left(\mathbb{T}\left(h_{p}, h_{p+1}\right), \mathbb{T}\left(h_{p+s}, h_{p+s+1}\right)\right) \leq \mathrm{d}\left(\mathbb{T}\left(h_{p}, h_{p+1}\right), \mathbb{T}\left(h_{p+1}, h_{p+2}\right)\right)+\mathrm{d}\left(\mathbb{T}\left(h_{p+1}, h_{p+2}\right),\right. \\
&\left.\mathbb{T}\left(h_{p+s}, h_{p+s+1}\right)\right), \\
& \leq \mathrm{d}\left(\mathbb{T}\left(h_{p}, h_{p+1}\right), \mathbb{T}\left(h_{p+1}, h_{p+2}\right)\right)+\mathrm{d}\left(\mathbb{T}\left(h_{p+1}, h_{p+2}\right),\right. \\
&\left.\mathbb{T}\left(h_{p+2}, h_{p+3}\right)\right)+\mathrm{d}\left(\mathbb{T}\left(h_{p+2}, h_{p+3}\right), \mathbb{T}\left(h_{p+s}, h_{p+s+1}\right)\right), \\
& \leq \mathrm{d}\left(\mathbb{T}\left(h_{p}, h_{p+1}\right), \mathbb{T}\left(h_{p+1}, h_{p+2}\right)\right)+\mathrm{d}\left(\mathbb{T}\left(h_{p+1}, h_{p+2}\right),\right. \\
&\left.\mathbb{T}\left(h_{p+2}, h_{p+3}\right)\right)+\cdots+\mathrm{d}\left(\mathbb{T}\left(h_{p+s-1}, h_{p+s}\right),\right. \\
&\left.\mathbb{T}\left(h_{p+s}, h_{p+s+1}\right)\right),
\end{aligned}
$$

We can write the above equation as

$$
\begin{equation*}
\mathrm{d}\left(\mathbb{T}\left(h_{p}, h_{p+1}\right), \mathbb{T}\left(h_{p+s}, h_{p+s+1}\right)\right) \leq \sum_{k=p}^{p+s-1} \mathrm{~d}\left(\mathbb{T}\left(h_{k}, h_{k+1}\right), \mathbb{T}\left(h_{k+1}, h_{k+2}\right) .\right. \tag{3.27}
\end{equation*}
$$

By using (3.26) in (3.27), we get

$$
\begin{aligned}
\mathrm{d}\left(\mathbb{T}\left(h_{p}, h_{p+1}\right), \mathbb{T}\left(h_{p+s}, h_{p+s+1}\right)\right) & \leq \sum_{k=p}^{p+s-1} \Gamma^{k} \mathrm{~d}\left(\mathbb{T}\left(h_{0}, h_{1}\right), \mathbb{T}\left(h_{1}, h_{2}\right)\right), \\
& \leq \mathrm{d}\left(\mathbb{T}\left(h_{0}, h_{1}\right), \mathbb{T}\left(h_{1}, h_{2}\right)\right) \Gamma^{p} \sum_{k=0}^{s-1} \Gamma^{k} \\
& \leq \mathrm{d}\left(\mathbb{T}\left(h_{0}, h_{1}\right), \mathbb{T}\left({ }_{1}, h_{2}\right)\right) \Gamma^{p}\left\{1+\Gamma^{1}+\Gamma^{2}+\cdots+\Gamma^{s-1}\right\}, \\
& \leq \mathrm{d}\left(\mathbb{T}\left(h_{0}, h_{1}\right), \mathbb{T}\left(h_{1}, h_{2}\right)\right) \Gamma^{p} \frac{1-\Gamma^{s}}{1-\Gamma} \\
& \leq \mathrm{d}\left(\mathbb{T}\left(h_{0}, h_{1}\right), \mathbb{T}\left(h_{1}, h_{2}\right)\right) \Gamma^{p}\left\{\frac{1}{1-\Gamma}\right\} .
\end{aligned}
$$

Now by picking $\lim _{p \rightarrow \infty}$ in above inequality, the inequality deduced to,

$$
\lim _{p \rightarrow \infty} \mathrm{~d}\left(\mathbb{T}\left(h_{p}, h_{p+1}\right), \mathbb{T}\left(h_{p+s}, h_{p+s+1}\right)\right) \leq 0
$$

Further we have

$$
\Rightarrow \lim _{p \rightarrow \infty} \mathrm{~d}\left(\mathbb{T}\left(h_{p}, h_{p+1}\right), \mathbb{T}\left(h_{p+s}, h_{p+s+1}\right)\right)=0
$$

This proves that we get a Cauchy sequence $\left\{\mathbb{T}\left(h_{j-1}, h_{j}\right)\right\}$ in $\mathbb{K}$. Since $\mathbb{X}$ is complete
metric space, therefore $\mathbb{T}\left(h_{j-1}, h_{j}\right) \rightarrow k_{*} \in \mathbb{K}$ and $\mathbb{T}\left(h_{j-1}, h_{j}\right) \in \mathbb{K}_{0}$.
Moreover,

$$
\begin{aligned}
\mathrm{d}\left(k_{*}, \mathbb{H}\right) & \leq \mathrm{d}\left(k_{*}, h_{j+1}\right), \\
& \leq \mathrm{d}\left(k_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)+\mathrm{d}\left(h_{j+1}, \mathbb{T}\left(h_{j-1}, h_{j}\right),\right. \\
& =\mathrm{d}\left(k_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)+\mathrm{d}(\mathbb{H}, \mathbb{K}), \quad \text { by } \quad(3.23) \\
& \leq \mathrm{d}\left(k_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)+\mathrm{d}\left(k_{*}, \mathbb{H}\right) .
\end{aligned}
$$

Therefore, $\mathrm{d}\left(k_{*}, h_{j+1}\right) \rightarrow \mathrm{d}\left(k_{*}, \mathbb{H}\right) \quad$ as $\quad j \rightarrow \infty$.
Since from assumption (v), $\left\{h_{j}\right\}$ has a subsequence $\left\{h_{j_{l}}\right\}$ which converges to an element $h_{*} \in \mathbb{H}$. Thus, we have:

$$
\begin{gathered}
\mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\lim _{l \rightarrow \infty} \mathrm{~d}\left(h_{j_{l+1}}, \mathbb{T}\left(h_{j_{l-1}}, h_{j_{l}}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}) . \\
\Rightarrow \mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}) .
\end{gathered}
$$

Example 3.3.3. Consider $\mathbb{X}=\mathbb{R}^{2}$ endowed with usual metric

$$
\mathrm{d}\left(\left(s_{1}, s_{2}\right),\left(c_{1}, c_{2}\right)\right)=\left|s_{1}-c_{1}\right|+\left|s_{2}-c_{2}\right| \text { for each } s, c \in \mathbb{R}^{2} .
$$

Define a graph $\mathbb{G}$ as $\mathbb{V}=\mathbb{R}^{2}$ and $\mathbb{E}=\mathbb{R}^{4}$
Take

$$
\mathbb{H}=\{(0, s): s \in[-2,2]\}, \quad \text { and } \quad \mathbb{K}=\{(1, s): s \in[-2,2]\} .
$$

Define:

$$
\mathbb{T}: \mathbb{H} \times \mathbb{H} \rightarrow \mathbb{K}, \quad \mathbb{T}((0, s),(0, c))=\left(1, \frac{c}{2}\right) \quad \forall(0, s),(0, c) \in \mathbb{H}
$$

Let $\overline{h_{1}}=\left(0, h_{1}\right), \overline{h_{2}}=\left(0, h_{2}\right), \overline{h_{3}}=\left(0, h_{3}\right) \in[-2,2]$.

To find $w_{1}$ and $w_{2}$, we have:

$$
\begin{equation*}
\mathrm{d}\left(\overline{w_{1}}, \mathbb{T}\left(\overline{h_{1}}, \overline{h_{2}}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K})=\mathrm{d}\left(\overline{w_{2}}, \mathbb{T}\left(\overline{h_{2}}, \overline{h_{3}}\right)\right) . \tag{3.28}
\end{equation*}
$$

For this consider

$$
\begin{align*}
& \mathrm{d}(\mathbb{H}, \mathbb{K})= \inf \{\mathrm{d}(\bar{h}, \bar{k}): \bar{h} \in \mathbb{H}, \bar{k} \in \mathbb{K}\} \\
&= \inf \{\mathrm{d}((0, s)(1, s)): \quad \text { where } s \in[-2,2]\} \\
&= \inf \{|0-1|+|s-s| \text { where } s \in[-2,2]\}, \\
&=1 . \\
& \Rightarrow \mathrm{d}(\mathbb{H}, \mathbb{K})=1  \tag{3.29}\\
& \mathrm{~d}\left(\overline{w_{1}}, \mathbb{T}\left(\overline{h_{1}}, \overline{h_{2}}\right)\right)=\mathrm{d}\left(\left(0, w_{1}\right), \mathbb{T}\left(\left(0, h_{1}\right),\left(0, h_{2}\right)\right)\right), \\
&=\mathrm{d}\left(\left(0, \frac{h_{2}}{2}\right),\left(1, \frac{h_{2}}{2}\right)\right) \\
&=\mathrm{d}\left(\left(0, w_{1}\right),\left(1, \frac{h_{2}}{2}\right)\right), \\
&=|0-1|+\left|w_{1}-\frac{h_{2}}{2}\right| \\
&=1+w_{1}-\frac{h_{2}}{2}
\end{align*}
$$

Using (3.29) and (3.30) in (3.28), we obtain

$$
\begin{aligned}
1 & =1+w_{1}-\frac{h_{2}}{2} . \\
& \Rightarrow \quad w_{1}=\frac{h_{2}}{2} .
\end{aligned}
$$

Similarly

$$
\begin{aligned}
\mathrm{d}\left(\overline{w_{2}}, \mathbb{T}\left(\overline{h_{2}}, \overline{h_{3}}\right)\right) & =\mathrm{d}\left(\left(0, w_{2}\right), \mathbb{T}\left(\left(0, h_{2}\right),\left(0, h_{3}\right)\right)\right), \\
& =\mathrm{d}\left(\left(0, w_{2}\right),\left(1, \frac{h_{3}}{2}\right)\right), \\
& =|0-1|+\left|w_{2}-\frac{h_{3}}{2}\right|, \\
& =1+w_{2}-\frac{h_{3}}{2} .
\end{aligned}
$$

From (3.28), we obtain

$$
\Rightarrow \quad w_{2}=\frac{h_{3}}{2} .
$$

$\overline{w_{1}}=\left(0, w_{1}\right)=\frac{h_{2}}{2}, \quad \overline{w_{2}}=\left(0, w_{2}\right)=\frac{h_{3}}{2}$,
$\Rightarrow \overline{h_{1}}, \overline{h_{2}}, \overline{h_{3}}, \overline{w_{1}}, \overline{w_{2}} \in \mathbb{H}, \quad$ with $\quad \overline{h_{1}} P \overline{h_{3}}$.

Also we have

$$
\mathrm{d}\left(\mathbb{T}\left(\overline{h_{2}}, \overline{w_{1}}\right), \mathbb{T}\left(\overline{h_{3}}, \overline{w_{2}}\right)\right) \leq \Gamma \mathrm{d}\left(\mathbb{T}\left(\overline{h_{1}}, \overline{h_{2}}\right), \mathbb{T}\left(\overline{h_{2}}, \overline{h_{3}}\right)\right),
$$

where

$$
\begin{aligned}
& \mathrm{d}\left(\mathbb{T}\left(\bar{h}_{2}, \bar{w}_{1}\right), \mathbb{T}\left(\bar{h}_{3}, \bar{w}_{2}\right)\right)=\mathrm{d} \mathbb{T}\left(\left(0, h_{2}\right),\left(0, w_{1}\right)\right),\left(\mathbb{T}\left(\left(0, h_{3}\right),\left(0, w_{2}\right)\right)\right), \\
&=\mathrm{d}\left(\left(1, \frac{h_{2}}{4}\right),\left(1, \frac{h_{3}}{4}\right)\right), \\
&=|1-1|+\left|\frac{h_{2}}{4}-\frac{h_{3}}{4}\right|, \\
&=\frac{1}{4}\left|h_{2}-h_{3}\right|, \\
&=\frac{1}{2}\left|\frac{h_{2}}{2}-1+1-\frac{h_{3}}{2}\right|, \\
&=\frac{1}{2} \mathrm{~d}\left(\left(1, \frac{h_{2}}{2}\right),\left(1, \frac{h_{3}}{2}\right)\right), \\
&=\Gamma \mathrm{C}\left(\mathbb{T}\left(\overline{h_{1}}, \overline{h_{2}}\right), \mathbb{T}\left(\overline{h_{2}}, \overline{h_{3}}\right)\right) . \\
& \Rightarrow \mathrm{d}\left(\mathbb{T}\left(\bar{h}_{2}, \bar{w}_{1}\right), \mathbb{T}\left(h_{3}, w_{2}\right)\right)=\frac{1}{2} \mathrm{~d}\left(\mathbb{T}\left(h_{1}, h_{2}\right), \mathbb{T}\left(h_{2}, h_{3}\right)\right) .
\end{aligned}
$$

Here $\Gamma=\frac{1}{2} \in[0,1)$.
Now we will prove condition (i).
To do so we consider

$$
\overline{h_{1}}=\left(0, h_{1}\right), \overline{h_{2}}=\left(0, h_{2}\right), \overline{h_{3}}=\left(0, h_{3}\right) \in \mathbb{H} \quad \text { such that } \quad \overline{h_{1}} P \overline{h_{3}},
$$

Since
$\left.\bar{w}_{1}=\left(0, w_{1}\right)=\left(0, h_{2}\right), \quad \bar{w}_{2}\right)=\left(0, w_{2}\right)=\left(0, h_{3}\right)$.
and we already prove

$$
\mathrm{d}\left(\left(0, w_{1}\right), \mathbb{T}\left(\left(0, h_{1}\right),\left(0, h_{2}\right)\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K})=\mathrm{d}\left(\left(0, w_{2}\right), \mathbb{T}\left(\left(0, h_{2}\right),\left(0, h_{3}\right)\right)\right),
$$

$\Rightarrow\left(\left(0, w_{1}\right),\left(0, w_{2}\right)\right) \in \mathbb{E}$.

Thus, $\mathbb{T}$ is path admissible.

Moreover,
Now we will prove condition (ii).

$$
\mathrm{d}\left(h_{2}, \mathbb{T}\left(h_{0}, h_{1}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}), \quad \text { and } \quad h_{0} P h_{2} .
$$

To do so consider

$$
\overline{h_{1}}=(0,0), \quad \overline{h_{2}}=\left(0, \frac{1}{2}\right), \quad \overline{h_{3}}=\left(0, \frac{5}{8}\right) \in \mathbb{H},
$$

such that

$$
\begin{aligned}
\mathrm{d}\left(\left(0, \frac{5}{8}\right), \mathbb{T}\left((0,0),\left(0, \frac{1}{2}\right)\right)\right) & =\left|\left(0, \frac{5}{8}\right)-\left(1, \frac{0+\frac{1}{2}+2}{4}\right)\right|, \\
& =\left\lvert\,\left(0-1\left|+\left|\frac{5}{8}-\frac{5}{8}\right|,\right.\right.\right. \\
& =1, \\
& =\mathrm{d}(\mathbb{H}, \mathbb{K}) .
\end{aligned}
$$

and $(0,0) P\left(0, \frac{5}{8}\right)$.

Moreover, assumption (v) holds such that $h_{j} P h_{j+2} \forall j \in \mathbb{N}$, and $h_{j} \rightarrow a$ as $j \rightarrow \infty$, then $\left(h_{j}, a\right) \in \mathbb{E}$ for each $j \in \mathbb{N}$ and $(a, a) \in \mathbb{E}$.

Therefore, all axioms are true. Hence $\mathbb{T}$ has a BPP.

## Theorem 3.3.4.

Consider a complete metric space $(\mathbb{X}, d)$ endowed with graph $\mathbb{G}$. Suppose $\mathbb{H}, \mathbb{K} \neq \phi$, where $\mathbb{H}, \mathbb{K} \subseteq \mathbb{X}$ are closed. Consider a mapping $\mathbb{T}: \mathbb{H} \times \mathbb{H} \rightarrow \mathbb{K}$ such that for $h_{1}, h_{2}, h_{3}, w_{1}, w_{2} \in \mathbb{H}$ with $h_{1} P h_{3}$, that is, $\left(h_{1}, h_{2}\right),\left(h_{2}, h_{3}\right) \in \mathbb{E}$ and $\mathrm{d}\left(w_{1}, \mathbb{T}\left(h_{1}, h_{2}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K})=\mathrm{d}\left(w_{2}, \mathbb{T}\left(h_{2}, h_{3}\right)\right)$, we have:
$\mathrm{d}\left(\mathbb{T}\left(h_{2}, w_{1}\right), \mathbb{T}\left(h_{3}, w_{2}\right)\right) \leq \Gamma \max \left\{\mathrm{d}\left(\mathbb{T}\left(h_{1}, h_{2}\right), \mathbb{T}\left(h_{2}, h_{3}\right)\right), \mathrm{d}\left(\mathbb{T}\left(h_{2}, h_{3}\right), \mathbb{T}\left(w_{1}, w_{2}\right)\right)\right\}$,
where $\Gamma \in[0,1)$.
Moreover, suppose that the following asumptions are true:
(i) $\mathbb{T}$ is path admissible;
(ii) $\exists h_{0}, h_{1}, h_{2} \in \mathbb{H}$ satisfying $\mathrm{d}\left(h_{2}, \mathbb{T}\left(h_{0}, h_{1}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K})$ and $h_{0} P h_{2}$;
(iii) $\mathbb{H}_{0}$ is nonempty;
(iv) $\mathbb{T}\left(\mathbb{H} \times \mathbb{H}_{0}\right) \subseteq \mathbb{K}_{0}$;
(v) $\mathbb{H}$ is approximately compact with respect to $\mathbb{K}$;
(vi) When $\left\{h_{j}\right\},\left\{\overline{h_{j}}\right\} \subseteq \mathbb{X}$ such that $h_{j} \rightarrow h$ and $\overline{h_{j}} \rightarrow \bar{h}$, then $\mathbb{T}\left(h_{j}, \overline{h_{j}}\right) \rightarrow \mathbb{T}(h, \bar{h})$,
then, $\exists$ a point $h_{*} \in \mathbb{H}$ which satisfy

$$
\mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}),
$$

that is, $\mathbb{T}$ has a BPP.

Proof. From assumption (ii), we have $h_{0}, h_{1}, h_{2} \in \mathbb{H}$ which satisfy

$$
\mathrm{d}\left(h_{2}, \mathbb{T}\left(h_{0}, h_{1}\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}),\right.
$$

and $h_{0} P h_{2}$, that is, $\left(h_{0}, h_{1}\right),\left(h_{1}, h_{2}\right) \in \mathbb{E}$.
From assumption (iv), we have $\mathbb{T}\left(h_{1}, h_{2}\right) \in \mathbb{K}_{0}$, and by the definition of $\mathbb{K}_{0}$, we have $h_{3} \in \mathbb{H}$ which satisfy

$$
\mathrm{d}\left(h_{3}, \mathbb{T}\left(h_{1}, h_{2}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}) .
$$

Since we have $\left(h_{2}, h_{3}\right) \in \mathbb{E}$ from assumption (i). Thus, $h_{1} P h_{3}$.
Continuing the same procedure further, we build a sequence $\left\{h_{j \geq 2}\right\}$ in $\mathbb{H}$ which satisfy:

$$
\begin{equation*}
\mathrm{d}\left(h_{j+1}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}) \quad \forall j \in \mathbb{N}, \tag{3.32}
\end{equation*}
$$

and $h_{j-1} P h_{j+1}$, that is, $\left(h_{j-1}, h_{j}\right),\left(h_{j}, h_{j+1}\right) \in \mathbb{E}$ for all $j \in \mathbb{N}$.

From (3.31), we have:

$$
\begin{align*}
& \mathrm{d}\left(\mathbb{T}\left(h_{j-1}, h_{j}\right), \mathbb{T}\left(h_{j}, h_{j+1}\right)\right) \leq \Gamma \max \left\{\mathrm{d}\left(\mathbb{T}\left(h_{j-2}, h_{j-1}\right)\right), \mathbb{T}\left(h_{j-1}, h_{j}\right)\right),  \tag{3.33}\\
&\left.\mathrm{d}\left(\mathbb{T}\left(h_{j-1}, h_{j}\right), \mathbb{T}\left(h_{j}, h_{j+1}\right)\right)\right\} .
\end{align*}
$$

For convenience, we take $\mathbb{T}_{j-1}=\mathbb{T}\left(h_{j-1}, h_{j}\right)$ for each $j=2,3,4, \cdots$.

Then rewrite (3.33) as

$$
\mathrm{d}\left(\mathbb{T}_{j-1}, \mathbb{T}_{j}\right) \leq \Gamma \max \left\{\mathrm{d}\left(\mathbb{T}_{j-2}, \mathbb{T}_{j-1}\right), \mathrm{d}\left(\mathbb{T}_{j-1}, \mathbb{T}_{j}\right)\right\}
$$

Either,

$$
\max \left\{\mathrm{d}\left(\mathbb{T}_{j-2}, \mathbb{T}_{j-1}\right), \mathrm{d}\left(\mathbb{T}_{j-1}, \mathbb{T}_{j}\right)\right\}=\mathrm{d}\left(\mathbb{T}_{j-2}, \mathbb{T}_{j-1}\right) \text { for each } j=2,3,4, \cdots
$$

Or, we take ,

$$
\max \left\{\mathrm{d}\left(\mathbb{T}_{j-2}, \mathbb{T}_{j-1}\right), \mathrm{d}\left(\mathbb{T}_{j-1}, \mathbb{T}_{j}\right)\right\}=\mathrm{d}\left(\mathbb{T}_{j-1}, \mathbb{T}_{j}\right) \text { for each } j=2,3,4, \cdots
$$

If we take $\max \left\{\mathrm{d}\left(\mathbb{T}_{j-2}, \mathbb{T}_{j-1}\right), \mathrm{d}\left(\mathbb{T}_{j-1}, \mathbb{T}_{j}\right)\right\}=\mathrm{d}\left(\mathbb{T}_{j-1}, \mathbb{T}_{j}\right)$ for each $j=2,3,4, \cdots$. which is contradiction.

Thus we have:

$$
\begin{equation*}
\mathrm{d}\left(\mathbb{T}_{j-1}, \mathbb{T}_{j}\right) \leq \Gamma \mathrm{d}\left(\mathbb{T}_{j-2}, \mathbb{T}_{j-1}\right) \text { for each } j=2,3,4, \cdots \tag{3.34}
\end{equation*}
$$

By using induction,

$$
\begin{aligned}
\mathrm{d}\left(\mathbb{T}_{j-1}, \mathbb{T}_{j}\right) & \leq \Gamma \mathrm{d}\left(\mathbb{T}_{j-2}, \mathbb{T}_{j-1}\right), \\
& \leq \Gamma\left(\Gamma \mathrm{d}\left(\mathbb{T}_{j-3}, \mathbb{T}_{j-2}\right)\right), \\
& =\Gamma^{2} \mathrm{~d}\left(\mathbb{T}_{j-3}, \mathbb{T}_{j-2}\right), \\
& \leq \Gamma^{2} \Gamma \mathrm{~d}\left(\mathbb{T}_{j-4}, \mathbb{T}_{j-3}\right),
\end{aligned}
$$

$$
\begin{aligned}
& =\Gamma^{3} \mathrm{~d}\left(\mathbb{T}_{j-4}, \mathbb{T}_{j-3}\right), \\
& \\
& \vdots \\
& \leq \Gamma^{j-1} \mathrm{~d}\left(\mathbb{T}_{0}, \mathbb{T}_{1}\right) \text { for } j=2,3,4, \cdots .
\end{aligned}
$$

Hence,

$$
\mathrm{d}\left(\mathbb{T}_{p}, \mathbb{T}_{p+1}\right) \leq \Gamma^{p} \mathrm{~d}\left(\mathbb{T}_{1}, \mathbb{T}_{0}\right) \quad \text { for } \quad p=1,2,3, \cdots
$$

$$
\begin{equation*}
\mathrm{d}\left(\mathbb{T}\left(h_{p}, h_{p+1}\right), \mathbb{T}\left(h_{p+1}, h_{p+2}\right)\right) \leq \Gamma^{p} \mathrm{~d}\left(\mathbb{T}\left(h_{0}, h_{1}\right), \mathbb{T}\left(h_{1}, h_{2}\right)\right) \text { for } p=1,2,3, \cdots \tag{3.35}
\end{equation*}
$$

Now using triangle inequality,

$$
\begin{aligned}
& \mathrm{d}\left(\mathbb{T}\left(h_{p}, h_{p+1}\right), \mathbb{T}\left(h_{p+s}, h_{p+s+1}\right)\right) \leq \mathrm{d}\left(\mathbb{T}\left(h_{p}, h_{p+1}\right), \mathbb{T}\left(h_{p+1}, h_{p+2}\right)\right)+\mathrm{d}\left(\mathbb{T}\left(h_{p+1}, h_{p+2}\right),\right. \\
&\left.\mathbb{T}\left(h_{p+s}, h_{p+s+1}\right)\right), \\
& \leq \mathrm{d}\left(\mathbb{T}\left(h_{p}, h_{p+1}\right), \mathbb{T}\left(h_{p+1}, h_{p+2}\right)\right)+\mathrm{d}\left(\mathbb{T}\left(h_{p+1}, h_{p+2}\right),\right. \\
&\left.\mathbb{T}\left(h_{p+2}, h_{p+3}\right)\right)+\mathrm{d}\left(\mathbb{T}\left(h_{p+2}, h_{p+3}\right), \mathbb{T}\left(h_{p+s}, h_{p+s+1}\right)\right), \\
& \leq \mathrm{d}\left(\mathbb{T}\left(h_{p}, h_{p+1}\right), \mathbb{T}\left(h_{p+1}, h_{p+2}\right)\right)+\mathrm{d}\left(\mathbb{T}\left(h_{p+1}, h_{p+2}\right),\right. \\
&\left.\mathbb{T}\left(h_{p+2}, h_{p+3}\right)\right)+\cdots+\mathrm{d}\left(\mathbb{T}\left(h_{p+s-1}, h_{p+s}\right),\right. \\
&\left.\mathbb{T}\left(h_{p+s}, h_{p+s+1}\right)\right) .
\end{aligned}
$$

We can write the above equation as

$$
\begin{equation*}
\mathrm{d}\left(\mathbb{T}\left(h_{p}, h_{p+1}\right), \mathbb{T}\left(h_{p+s}, h_{p+s+1}\right)\right) \leq \sum_{k=p}^{p+s-1} \mathrm{~d}\left(\mathbb{T}\left(h_{k}, h_{k+1}\right), \mathbb{T}\left(h_{k+1}, h_{k+2}\right)\right) . \tag{3.36}
\end{equation*}
$$

By using (3.35) in (3.36), we get

$$
\begin{aligned}
\mathrm{d}\left(\mathbb{T}\left(h_{p}, h_{p+1}\right), \mathbb{T}\left(h_{p+s}, h_{p+s+1}\right)\right) & \leq \sum_{k=p}^{p+s-1} \Gamma^{k} \mathrm{~d}\left(\mathbb{T}\left(h_{0}, h_{1}\right), \mathbb{T}\left(h_{1}, h_{2}\right)\right), \\
& \leq \mathrm{d}\left(\mathbb{T}\left(h_{0}, h_{1}\right), \mathbb{T}\left(h_{1}, h_{2}\right)\right) \Gamma^{p} \sum_{k=0}^{s-1} \Gamma^{k}, \\
& \leq \mathrm{d}\left(\mathbb{T}\left(h_{0}, h_{1}\right), \mathbb{T}\left({ }_{1}, h_{2}\right)\right) \Gamma^{p}\left\{1+\Gamma^{1}+\Gamma^{2}+\cdots+\Gamma^{s-1}\right\}, \\
& \leq \mathrm{d}\left(\mathbb{T}\left(h_{0}, h_{1}\right), \mathbb{T}\left(h_{1}, h_{2}\right)\right) \Gamma^{p} \frac{1-\Gamma^{s}}{1-\Gamma}, \\
& \leq \mathrm{d}\left(\mathbb{T}\left(h_{0}, h_{1}\right), \mathbb{T}\left(h_{1}, h_{2}\right)\right) \Gamma^{p}\left\{\frac{1}{1-\Gamma}\right\} .
\end{aligned}
$$

Now applying $\lim _{p \rightarrow \infty}$ in above inequality, the inequality deduced to,

$$
\begin{aligned}
& \lim _{p \rightarrow \infty} \mathrm{~d}\left(\mathbb{T}\left(h_{p}, h_{p+1}\right), \mathbb{T}\left(h_{p+s}, h_{p+s+1}\right)\right) \leq 0 . \\
\Rightarrow & \lim _{p \rightarrow \infty} \mathrm{~d}\left(\mathbb{T}\left(h_{p}, h_{p+1}\right), \mathbb{T}\left(h_{p+s}, h_{p+s+1}\right)\right)=0 .
\end{aligned}
$$

This proves that we get a Cauchy sequence $\left\{\mathbb{T}\left(h_{j-1}, h_{j}\right)\right\}$ in $\mathbb{K}$. Since $\mathbb{X}$ is complete metric space, therefore $\mathbb{T}\left(h_{j-1}, h_{j}\right) \rightarrow k_{*} \in \mathbb{K}$ and $\mathbb{T}\left(h_{j-1}, h_{j}\right) \in \mathbb{K}_{0}$.

Moreover,

$$
\begin{aligned}
\mathrm{d}\left(k_{*}, \mathbb{H}\right) & \leq \mathrm{d}\left(k_{*}, h_{j+1}\right), \\
& \leq \mathrm{d}\left(k_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)+\mathrm{d}\left(h_{j+1}, \mathbb{T}\left(h_{j-1}, h_{j}\right),\right. \\
& =\mathrm{d}\left(k_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)+\mathrm{d}(\mathbb{H}, \mathbb{K}), \quad \text { by } \quad(3.32) \\
& \leq \mathrm{d}\left(k_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)+\mathrm{d}\left(k_{*}, \mathbb{H}\right) .
\end{aligned}
$$

Therefore, $\mathrm{d}\left(k_{*}, h_{j+1}\right) \rightarrow \mathrm{d}\left(k_{*}, \mathbb{H}\right) \quad$ as $\quad j \rightarrow \infty$.

Since from assumption (v), the sequence $\left\{h_{j}\right\}$ has a subsequence $\left\{h_{j_{l}}\right\}$ which converges to an element $h_{*} \in \mathbb{H}$. Thus, we have:

$$
\begin{gathered}
\mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\lim _{l \rightarrow \infty} \mathrm{~d}\left(h_{j_{l+1}}, \mathbb{T}\left(h_{j_{l-1}}, h_{j_{l}}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}) . \\
\Rightarrow \mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}) .
\end{gathered}
$$

## Theorem 3.3.5.

Consider a complete metric space $(\mathbb{X}, d)$ endowed with graph $\mathbb{G}$. Suppose $\mathbb{H}, \mathbb{K} \neq \phi$, where $\mathbb{H}, \mathbb{K} \subseteq \mathbb{X}$ are closed. Consider a mapping $\mathbb{T}: \mathbb{H} \times \mathbb{H} \rightarrow \mathbb{K}$ such that for each $h_{1}, h_{2}, h_{3}, w_{1}, w_{2} \in \mathbb{H}$ with $h_{1} P h_{3}$, that is, $\left(h_{1}, h_{2}\right),\left(h_{2}, h_{3}\right) \in \mathbb{E}$, and $\mathrm{d}\left(w_{1}, \mathbb{T}\left(h_{1}, h_{2}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K})=\mathrm{d}\left(w_{2}, \mathbb{T}\left(h_{2}, h_{3}\right)\right)$, we have:
$\mathrm{d}\left(\mathbb{T}\left(h_{2}, h_{3}\right), \mathbb{T}\left(w_{1}, w_{2}\right)\right) \leq \Gamma \max \left\{\mathrm{d}\left(\mathbb{T}\left(h_{1}, h_{2}\right), \mathbb{T}\left(h_{2}, h_{3}\right)\right), \mathrm{d}\left(\mathbb{T}\left(h_{2}, w_{1}\right), \mathbb{T}\left(h_{3}, w_{2}\right)\right)\right\}$,
where $\Gamma \in[0,1)$.
Moreover, suppose that the following asumptions are true:
(i) $\mathbb{T}$ is path admissible;
(ii) $\exists h_{0}, h_{1}, h_{2} \in \mathbb{H}$ satisfying $\mathrm{d}\left(h_{2}, \mathbb{T}\left(h_{0}, h_{1}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K})$ and $h_{0} P h_{2}$;
(iii) $\mathbb{H}_{0}$ is nonempty;
(iv) $\mathbb{T}\left(\mathbb{H} \times \mathbb{H}_{0}\right) \subseteq \mathbb{K}_{0}$;
(v) $\mathbb{H}$ is approximately compact with respect to $\mathbb{K}$;
(vi) When $\left\{h_{j}\right\},\left\{\overline{h_{j}}\right\} \subseteq \mathbb{X}$ such that $h_{j} \rightarrow h$ and $\overline{h_{j}} \rightarrow \bar{h}$, then $\mathbb{T}\left(h_{j}, \overline{h_{j}}\right) \rightarrow \mathbb{T}(h, \bar{h})$,
then, $\exists$ a point $h_{*} \in \mathbb{H}$ which satisfy

$$
\mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}),
$$

that is, $\mathbb{T}$ has a BPP.

Proof. This theorem can be proved in a similar way to the proof of Theorem 3.3.4.

## Chapter 4

## Prešić Form of Nonself Operators and Best Proximity Point Results in $b$-Metric Spaces

This chapter is about the extention of Prešić form of non self operators and BBP results in $b$-metric spaces.

### 4.1 BBP in $b$-Metric Spaces

Let $\left(\mathbb{X}, \mathrm{d}_{b}\right)$ is a $b$-metric space with coefficient $b \geq 1$ and $\mathbb{G}=(\mathbb{V}, \mathbb{E})$ is a directed graph defined on $\mathbb{X}$. Consider $\mathbb{H}$ and $\mathbb{K}$ be two nonempty subsets of $\mathbb{X}$.

Define

$$
\begin{gathered}
\mathrm{d}_{b}(\mathbb{H}, \mathbb{K})=\inf \left\{\mathrm{d}_{b}(h, k): h \in \mathbb{H}, k \in \mathbb{K}\right\}, \\
\mathrm{d}_{b}\left(x_{0}, \mathbb{K}\right)=\inf \left\{\mathrm{d}_{b}\left(x_{0}, k\right): k \in \mathbb{K}\right\}, \\
\mathbb{H}_{0}=\left\{h \in \mathbb{H}: \mathrm{d}_{b}(h, k)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}) \text { for some } k \in \mathbb{K}\right\}, \\
\mathbb{K}_{0}=\left\{k \in \mathbb{K}: \mathrm{d}_{b}(h, k)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}) \text { for some } h \in \mathbb{H}\right\} .
\end{gathered}
$$

## Definition 4.1.1.

Consider a $b$-metric space $\left(\mathbb{X}, \mathrm{d}_{b}\right.$ ) with coefficient $b \geq 1$ endowed with the $\mathbb{G}$ graph.

Suppose $\mathbb{H}$ and $\mathbb{K}$ are nonempty subsets of $\mathbb{X}$. A mapping $\mathbb{T}: \mathbb{H} \rightarrow \mathbb{K}$ has the $\operatorname{BBP} h_{*} \in \mathbb{H}$ if

$$
\begin{equation*}
\mathrm{d}_{b}\left(h_{*}, \mathbb{T}\left(h_{*}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}), \tag{4.1}
\end{equation*}
$$

where

$$
\mathrm{d}_{b}(\mathbb{H}, \mathbb{K})=\inf \left\{\mathrm{d}_{b}(h, k): h \in \mathbb{H}, k \in \mathbb{K}\right\}
$$

## Definition 4.1.2.

Consider a $b$-metric space ( $\mathbb{X}, \mathrm{d}_{b}$ ) with coefficient $b \geq 1$, where $b$-metric is continuous, and consider two nonempty sets $\mathbb{H}, \mathbb{K} \subseteq \mathbb{X}$. $\mathbb{K}$ is called approximately compact with respect to $\mathbb{H}$, when each $\left\{k_{n}\right\} \subseteq \mathbb{K}$ with $\mathrm{d}\left(h, k_{n}\right) \rightarrow \mathrm{d}(h, \mathbb{K})$, for some $h \in \mathbb{H}$, has a convergent subsequence.

## Definition 4.1.3.

Let $\left(\mathbb{X}, \mathrm{d}_{b}\right)$ be a $b$-metric space with coefficient $b \geq 1$ with the $\mathbb{G}$ graph, where $b$-metric is continuous, and $\mathbb{H}, \mathbb{K}$ are nonempty subsets of $\mathbb{X}$. A mapping $\mathbb{T}: \mathbb{H} \times \mathbb{H} \rightarrow \mathbb{K}$ is called path admissible, when:

$$
\left\{\begin{array}{l}
\mathrm{d}_{b}\left(w_{1}, \mathbb{T}\left(h_{1}, h_{2}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}), \\
\mathrm{d}_{b}\left(w_{2}, \mathbb{T}\left(h_{2}, h_{3}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}), \\
h_{1} P h_{3},
\end{array} \quad \Rightarrow\left(w_{1}, w_{2}\right) \in \mathbb{E},\right.
$$

where $h_{1}, h_{2}, h_{3}, w_{1}, w_{2} \in \mathbb{H} \quad$ and $h_{1} P h_{3}$.

$$
\Rightarrow \quad h_{1}, h_{2}, h_{3} \in \mathbb{V} \text { and } \quad\left(h_{1}, h_{2}\right) \in \mathbb{E} \text { and }\left(h_{2}, h_{3}\right) \in \mathbb{E} .
$$

### 4.2 BBP Results in $b$-Metric Spaces

## Theorem 4.2.1.

Consider a complete $b$-metric space ( $\mathbb{X}, \mathrm{d}_{b}$ ) with coefficient $b \geq 1$ endowed with $\mathbb{G}$ graph, where $b$-metric is continuous. Suppose that $\mathbb{H}, \mathbb{K} \neq \phi$, where $\mathbb{H}, \mathbb{K} \subseteq \mathbb{X}$ are closed. Consider a mapping $\mathbb{T}: \mathbb{H} \times \mathbb{H} \rightarrow \mathbb{K}$ such that for each $h_{1}, h_{2}, h_{3}, w_{1}, w_{2} \in \mathbb{H}$ with $h_{1} P h_{3}$, that is, $\left(h_{1}, h_{2}\right),\left(h_{2}, h_{3}\right) \in \mathbb{E}$, and
$\mathrm{d}_{b}\left(w_{1}, \mathbb{T}\left(h_{1}, h_{2}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K})=\mathrm{d}_{b}\left(w_{2}, \mathbb{T}\left(h_{2}, h_{3}\right)\right)$, we have:

$$
\begin{equation*}
\mathrm{d}_{b}\left(w_{1}, w_{2}\right) \leq \Gamma \max \left\{\mathrm{d}_{b}\left(h_{1}, h_{2}\right), \mathrm{d}_{b}\left(h_{2}, h_{3}\right)\right\}, \tag{4.2}
\end{equation*}
$$

where $\Gamma \in[0,1)$ such that $b \Gamma<1$.
Furthermore, suppose that the subsequent conditions are true:
(i) Mapping is path admissible;
(ii) $\exists h_{0}, h_{1}, h_{2} \in \mathbb{H}$ which satisfy $\mathrm{d}_{b}\left(h_{2}, \mathbb{T}\left(h_{0}, h_{1}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K})$ and $h_{0} P h_{2}$;
(iii) $\mathbb{H}_{0}$ is nonempty;
(iv) $\mathbb{T}\left(\mathbb{H} \times \mathbb{H}_{0}\right) \subseteq \mathbb{K}_{0}$;
(v) $\mathbb{K}$ is approximately compact with respect to $\mathbb{H}$;
(vi) When $\left\{h_{j}\right\} \subseteq \mathbb{X}$ such that $h_{j} P h_{j+2}$ for each $j \in \mathbb{N}$ and $h_{j} \rightarrow x_{*}$ as $j \rightarrow \infty$, then $\left(h_{j}, x_{*}\right) \in \mathbb{E}$ for all $j \in \mathbb{N}$ and $\left(x_{*}, x_{*}\right) \in \mathbb{E}$,
then, there exists a point $h_{*} \in \mathbb{H}$ which satisfy

$$
\mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}),
$$

that is, $\mathbb{T}$ has a BPP.

Proof. From condition (ii), we have $h_{0}, h_{1}, h_{2} \in \mathbb{H}$ satisfying

$$
\mathrm{d}_{b}\left(h_{2}, \mathbb{T}\left(h_{0}, h_{1}\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}), \quad \text { and } h_{0} P h_{2},\right.
$$

that is $\left(h_{0}, h_{1}\right),\left(h_{1}, h_{2}\right) \in \mathbb{E}$.

From condition (iv), $\mathbb{T}\left(h_{1}, h_{2}\right) \in \mathbb{K}_{0}$, and by the definition of $\mathbb{K}_{0}$, we have $h_{3} \in \mathbb{H}$ which satisfy

$$
\mathrm{d}_{b}\left(h_{3}, \mathbb{T}\left(h_{1}, h_{2}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}) .
$$

Since from condition (i), we have $\left(h_{2}, h_{3}\right) \in \mathbb{E}$. Hence, $h_{1} P h_{3}$.
By continuing same process, we build a sequence $\left\{h_{j \geq 2}\right\} \subseteq \mathbb{H}$ which satisfy

$$
\begin{equation*}
\mathrm{d}_{b}\left(h_{j+1}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}) \text { for each } j \in \mathbb{N}, \tag{4.3}
\end{equation*}
$$

and $h_{j-1} P h_{j+1}$, that is $\left(h_{j-1}, h_{j}\right),\left(h_{j}, h_{j+1}\right) \in \mathbb{E} \forall j \in \mathbb{N}$.
From (4.2), we have:

$$
\begin{equation*}
\mathrm{d}_{b}\left(h_{j}, h_{j+1}\right) \leq \Gamma \max \left\{\mathrm{d}_{b}\left(h_{j-2}, h_{j-1}\right), \mathrm{d}_{b}\left(h_{j-1}, h_{j}\right)\right\} \text { for each } j=2,3,4, \cdots . \tag{4.4}
\end{equation*}
$$

For convenience, we take $\mathrm{d}_{j}=\mathrm{d}_{b}\left(h_{j}, h_{j+1}\right)$ for each $j \in \mathbb{N} \cup\{0\}$.
Then we can rewrite (4.4) as

$$
\begin{equation*}
\mathrm{d}_{j} \leq \Gamma \max \left\{\mathrm{d}_{j-2}, \mathrm{~d}_{j-1}\right\} \text { for each } j=2,3,4, \cdots . \tag{4.5}
\end{equation*}
$$

It is obviously true for $j=0,1$ because if we consider

$$
Z=\max \left\{\mathrm{d}_{0} / \psi, \mathrm{d}_{1} / \psi^{2}\right\}, \quad \text { where } \psi=\Gamma^{1 / 2} .
$$

Since $Z$ is $\max \left\{\mathrm{d}_{0} / \psi, \mathrm{d}_{1} / \psi^{2}\right\}$, then

$$
\mathrm{d}_{0} \leq Z \psi \quad \text { and } \quad \mathrm{d}_{1} \leq Z \psi_{2} .
$$

Take $j=2,3,4, \cdots$ in (4.5), we get:

$$
\begin{aligned}
& \mathrm{d}_{2} \leq \Gamma \max \left\{\mathrm{d}_{0}, \mathrm{~d}_{1}\right\} \leq \Gamma \max \left\{Z \psi, Z \psi^{2}\right\} \leq \Gamma Z \psi=Z \psi^{3}, \\
& \mathrm{~d}_{3} \leq \Gamma \max \left\{\mathrm{d}_{1}, \mathrm{~d}_{2}\right\} \leq \Gamma \max \left\{Z \psi^{2}, Z \psi^{3}\right\} \leq \Gamma Z \psi^{2}=Z \psi^{4}, \\
& \mathrm{~d}_{4} \leq \Gamma \max \left\{\mathrm{d}_{2}, \mathrm{~d}_{3}\right\} \leq \Gamma \max \left\{Z \psi^{3}, Z \psi^{4}\right\} \leq \Gamma Z \psi^{3}=Z \psi^{5}, \\
& \vdots \\
& \mathrm{~d}_{j} \leq \Gamma \max \left\{\mathrm{d}_{j-1}, \mathrm{~d}_{j-2}\right\} \leq \Gamma \max \left\{Z \psi^{j}, Z \psi^{j-1}\right\} \leq \Gamma Z \psi^{j-1}=Z \psi^{j+1} .
\end{aligned}
$$

Thus, by using induction we have,

$$
\mathrm{d}_{j-1} \leq Z \psi^{j} \quad \forall \quad j \in \mathbb{N} .
$$

$$
\begin{equation*}
\Rightarrow \quad \mathrm{d}_{b}\left(h_{j-1}, h_{j}\right) \leq Z \psi^{j} \quad \forall \quad j \in \mathbb{N} . \tag{4.6}
\end{equation*}
$$

By using triangle inequality we get

$$
\begin{aligned}
\mathrm{d}_{b}\left(h_{j}, h_{j+q}\right) & \leq b\left\{\mathrm{~d}_{b}\left(h_{j}, h_{j+1}\right)+\mathrm{d}_{b}\left(h_{j+1}, h_{j+q}\right)\right\}, \\
& =b \mathrm{~d}_{b}\left(h_{j}, h_{j+1}\right)+b \mathrm{~d}_{b}\left(h_{j+1}, h_{j+q}\right), \\
& \leq b \mathrm{~d}_{b}\left(h_{j}, h_{j+1}\right)+b b\left\{\mathrm{~d}_{b}\left(h_{j+1}, h_{j+2}\right)+\mathrm{d}_{b}\left(h_{j+2}, h_{j+q}\right)\right\}, \\
& =b \mathrm{~d}_{b}\left(h_{j}, h_{j+1}\right)+b^{2} \mathrm{~d}_{b}\left(h_{j+1}, h_{j+2}\right)+b^{2} \mathrm{~d}_{b}\left(h_{j+2}, h_{j+q}\right), \\
& \leq b \mathrm{~d}_{b}\left(h_{j}, h_{j+1}\right)+b^{2} \mathrm{~d}_{b}\left(h_{j+1}, h_{j+2}\right)+\cdots+b^{q} \mathrm{~d}_{b}\left(h_{j+q-1}, h_{j+q}\right), \\
& \leq b Z \psi^{j+1}+b^{2} Z \psi^{j+2}+b^{3} Z \psi^{j+3}+\cdots+b^{q} Z \psi^{j+q}, \quad \text { by }(4.6) \\
& \leq b \psi^{j+1}\left\{1+b \psi+b^{2} \psi^{2} \cdots+b^{q-1} \psi^{q-1}\right\} Z, \\
& \leq \frac{1-(b \psi)^{q}}{1-b \psi} Z b \psi^{j+1}, \\
& <\frac{b \psi^{j+1}}{1-b \psi} Z .
\end{aligned}
$$

Note that $\psi=\Gamma^{1 / 2}<1$.
Letting $j \rightarrow \infty$,

$$
\begin{gathered}
\lim _{j \rightarrow \infty} \mathrm{~d}_{b}\left(h_{j}, h_{j+q}\right) \leq \lim _{j \rightarrow \infty} \frac{b \psi^{j+1}}{1-b \psi} Z, \\
\Rightarrow \quad \lim _{j \rightarrow \infty} \mathrm{~d}_{b}\left(h_{j}, h_{j+q}\right)=0
\end{gathered}
$$

Therefore, we get $b$-Cauchy sequence $\left\{h_{j}\right\} \in \mathbb{H}$. Thus, $\exists$ an element $h_{*} \in \mathbb{H}$ such that $h_{j} \rightarrow h_{*}$ and $h_{j} \in \mathbb{H}_{0}$ which satisfy

$$
\mathrm{d}_{b}(\mathbb{H}, \mathbb{K})=\mathrm{d}_{b}\left(h_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right),
$$

that is, $\left(h_{j}, h_{*}\right) \in \mathbb{E}$.

Furthermore, we have to prove that $\mathrm{d}_{b}\left(h_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right) \rightarrow \mathrm{d}_{b}\left(h_{*}, \mathbb{K}\right)$ as $\quad j \rightarrow \infty$.

$$
\begin{aligned}
\mathrm{d}_{b}\left(h_{*}, \mathbb{K}\right) & \leq \mathrm{d}_{b}\left(h_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right), \\
& \leq b\left\{\mathrm{~d}_{b}\left(h_{*}, h_{j+1}\right)+\mathrm{d}_{b}\left(h_{j+1}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right\},\right. \\
& =b \mathrm{~d}_{b}\left(h_{*}, h_{j+1}\right)+b \mathrm{~d}_{b}(\mathbb{H}, \mathbb{K}), \quad \text { by }(4.3) \\
& \leq b \mathrm{~d}\left(h_{*}, h_{j+1}\right)+b \mathrm{~d}_{b}\left(h_{*}, \mathbb{K}\right) .
\end{aligned}
$$

Therefore, $\quad \mathrm{d}_{b}\left(h_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right) \rightarrow \mathrm{d}_{b}\left(h_{*}, \mathbb{K}\right) \quad$ as $\quad j \rightarrow \infty$.
Since hyphothesis (v) hold, the sequence $\mathbb{T}\left(h_{j-1}, h_{j}\right)$ has a subsequence $\mathbb{T}\left(h_{j_{m-1}}, h_{j_{m}}\right)$, which converges to a point $k_{*} \in \mathbb{K}$.

$$
\Rightarrow \mathrm{d}_{b}\left(h_{*}, k_{*}\right)=\lim _{m \rightarrow \infty} \mathrm{~d}_{b}\left(h_{j_{m+1}}, \mathbb{T}\left(h_{j_{m-1}}, h_{j_{m}}\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}) .\right.
$$

We already have

$$
\mathrm{d}_{b}\left(h_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}),
$$

that is, $\left(h_{j-1}, h_{j}\right),\left(h_{j}, h_{*}\right) \in \mathbb{E}$.
Hence, $h_{*} \in \mathbb{H}_{0}$. As we know $\mathbb{T}\left(h_{j}, h_{*}\right) \in \mathbb{K}_{0}$, we have $g \in \mathbb{H}$ satisfying

$$
\begin{equation*}
\mathrm{d}_{b}\left(g, \mathbb{T}\left(h_{j}, h_{*}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}) . \tag{4.7}
\end{equation*}
$$

Condition (vi) implies $\left(h_{j}, h_{*}\right) \in \mathbb{E} \forall j \in \mathbb{N}$. Thus, we have

$$
\mathrm{d}_{b}\left(h_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}), \quad \text { and } \quad \mathrm{d}_{b}\left(g, \mathbb{T}\left(h_{j}, h_{*}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}) \quad \forall j \in \mathbb{N} .
$$

Hence, we get $h_{j-1} P h_{*}, \Rightarrow\left(h_{j-1}, h_{j}\right),\left(h_{j}, h_{*}\right) \in \mathbb{E}, \quad \forall j \in \mathbb{N}$.
Hence, from (4.2),

$$
\mathrm{d}_{b}\left(h_{j+1}, g\right) \leq \Gamma \max \left\{\mathrm{d}_{b}\left(h_{j-1}, h_{j}\right), \mathrm{d}_{b}\left(h_{j}, h_{*}\right)\right\} \text { for each } j=2,3,4, \cdots .
$$

Letting $j \rightarrow \infty$,

$$
\begin{gathered}
\lim _{j \rightarrow \infty} \mathrm{~d}_{b}\left(h_{j+1}, g\right) \leq \Gamma \lim _{j \rightarrow \infty} \max \left\{\mathrm{~d}_{b}\left(h_{j-1}, h_{j}\right), \mathrm{d}_{b}\left(h_{j}, h_{*}\right)\right\}, \\
\Rightarrow \mathrm{d}_{b}\left(h_{*}, g\right)=0, \quad \text { that is } \quad g=h_{*} .
\end{gathered}
$$

Put $g=h_{*}$ in (4.7),

$$
\mathrm{d}_{b}\left(h_{*}, \mathbb{T}\left(h_{j}, h_{*}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}),
$$

that is, $\left(h_{*}, h_{*}\right) \in \mathbb{H}$.
Furthermore, we know that $\mathbb{T}\left(h_{*}, h_{*}\right) \in \mathbb{K}_{0}$, and we have an element $t \in \mathbb{H}$ which
satisfy

$$
\begin{equation*}
\mathrm{d}_{b}\left(t, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}) . \tag{4.8}
\end{equation*}
$$

Condition (vi) implies that, $\left(h_{*}, h_{*}\right) \in \mathbb{E}$. Hence, we have

$$
\mathrm{d}_{b}\left(t, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}), \quad \text { and } \quad \mathrm{d}_{b}\left(h_{*}, \mathbb{T}\left(h_{j}, h_{*}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}) \text { for each } j \in \mathbb{N} .
$$

Thus we get $h_{j} P h_{*}$ for each $j \in \mathbb{N}$, that is, $\left(h_{j}, h_{*}\right),\left(h_{*}, h_{*}\right) \in \mathbb{E}$ for each $j \in \mathbb{N}$ Thus, from (4.2), we get:

$$
\begin{aligned}
\mathrm{d}_{b}\left(h_{*}, t\right) \leq & \leq \max \left\{\mathrm{d}_{b}\left(h_{j}, h_{*}\right), \mathrm{d}_{b}\left(h_{*}, h_{*}\right)\right\} \text { for each } j \in \mathbb{N}, \\
& =\Gamma \max \left\{\mathrm{d}_{b}\left(h_{j}, h_{*}\right), \mathrm{d}_{b}\left(h_{*}, h_{*}\right)\right\} \rightarrow 0 \text { as } j \rightarrow \infty, \\
& \Rightarrow \mathrm{~d}_{b}\left(h_{*}, t\right)=0, \quad \text { that is } \quad t=h_{*} .
\end{aligned}
$$

Put $t=h_{*}$ (4.8), we get

$$
\mathrm{d}_{b}\left(h_{*}, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K})
$$

## Theorem 4.2.2.

Consider a complete $b$-metric space ( $\mathbb{X}, \mathrm{d}_{b}$ ) with coefficient $b \geq 1$ endowed with $\mathbb{G}$ graph, where $b$-metric is continuous. Suppose that $\mathbb{H}, \mathbb{K} \neq \phi$, where $\mathbb{H}, \mathbb{K} \subseteq \mathbb{X}$ are closed. Consider a mapping $\mathbb{T}: \mathbb{H} \times \mathbb{H} \rightarrow \mathbb{K}$ such that for each $h_{1}, h_{2}, h_{3}, w_{1}, w_{2} \in \mathbb{H}$ with $h_{1} P h_{3}$, that is, $\left(h_{1}, h_{2}\right),\left(h_{2}, h_{3}\right) \in \mathbb{E}$, and $\mathrm{d}_{b}\left(w_{1}, \mathbb{T}\left(h_{1}, h_{2}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K})=\mathrm{d}_{b}\left(w_{2}, \mathbb{T}\left(h_{2}, h_{3}\right)\right)$, we have:

$$
\begin{equation*}
\mathrm{d}_{b}\left(h_{3}, w_{2}\right) \leq \Gamma \max \left\{\mathrm{d}_{b}\left(h_{1}, h_{2}\right), \mathrm{d}_{b}\left(h_{2}, w_{1}\right)\right\}, \tag{4.9}
\end{equation*}
$$

where $\Gamma \in[0,1)$ such that $b \Gamma<1$.
Furthermore, suppose that the subsequent conditions are true:
(i) Mapping is path admissible;
(ii) $\exists h_{0}, h_{1}, h_{2} \in \mathbb{H}$ which satisfy $\mathrm{d}_{b}\left(h_{2}, \mathbb{T}\left(h_{0}, h_{1}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K})$ and $h_{0} P h_{2}$;
(iii) $\mathbb{H}_{0}$ is nonempty;
(iv) $\mathbb{T}\left(\mathbb{H} \times \mathbb{H}_{0}\right) \subseteq \mathbb{K}_{0}$;
(v) $\mathbb{K}$ is approximately compact with respect to $\mathbb{H}$;
(vi) When $\left\{h_{j}\right\} \subseteq \mathbb{X}$ such that $h_{j} P h_{j+2}$ for each $j \in \mathbb{N}$ and $h_{j} \rightarrow x_{*}$ as $n \rightarrow \infty$, then $\left(h_{j}, x_{*}\right) \in \mathbb{E}$ for all $j \in \mathbb{N}$ and $\left(x_{*}, x_{*}\right) \in \mathbb{E}$,
then, there exists a point $h_{*} \in \mathbb{H}$ which satisfy

$$
\mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}),
$$

that is, $\mathbb{T}$ has a BPP.

Proof. From condition (ii), we have $h_{0}, h_{1}, h_{2} \in \mathbb{H}$ which satisfy

$$
\mathrm{d}_{b}\left(h_{2}, \mathbb{T}\left(h_{0}, h_{1}\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}), \text { and } h_{0} P h_{2},\right.
$$

that is, $\left(h_{0}, h_{1}\right),\left(h_{1}, h_{2}\right) \in \mathbb{E}$.
From condition (iv), we have $\mathbb{T}\left(h_{1}, h_{2}\right) \in \mathbb{K}_{0}$, and by the definition of $\mathbb{K}_{0}$, we have $h_{3} \in \mathbb{H}$ which satisfy

$$
\mathrm{d}_{b}\left(h_{3}, \mathbb{T}\left(h_{1}, h_{2}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K})
$$

Since $\mathbb{T}$ is path admissible, so $\left(h_{2}, h_{3}\right) \in \mathbb{E}$. Hence, $h_{1} P h_{3}$.
By continuing the same procedure, we build a sequence $\left\{h_{j \geq 2}\right\} \subseteq \mathbb{H}$ which satisfy:

$$
\begin{equation*}
\mathrm{d}_{b}\left(h_{j+1}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}) \text { for each } j \in \mathbb{N}, \tag{4.10}
\end{equation*}
$$

and $h_{j-1} P h_{j+1}$, that is $\left(h_{j-1}, h_{j}\right),\left(h_{j}, h_{j+1}\right) \in \mathbb{E} \forall j \in \mathbb{N}$.

From (4.9), we have:

$$
\begin{equation*}
\mathrm{d}_{b}\left(h_{j}, h_{j+1}\right) \leq \Gamma \max \left\{\mathrm{d}_{b}\left(h_{j-2}, h_{j-1}\right), \mathrm{d}_{b}\left(h_{j-1}, h_{j}\right)\right\} \text { for each } j=2,3,4, \cdots . \tag{4.11}
\end{equation*}
$$

For convenience, we take $\mathrm{d}_{j}=\mathrm{d}_{b}\left(h_{j}, h_{j+1}\right) \quad \forall j \in \mathbb{N} \cup\{0\}$.

Then we can rewrite (4.11) as

$$
\begin{equation*}
\mathrm{d}_{j} \leq \Gamma \max \left\{\mathrm{d}_{j-2}, \mathrm{~d}_{j-1}\right\} \text { for each } j=2,3,4, \cdots \tag{4.12}
\end{equation*}
$$

From the (4.12) and Theorem 3.3.1, $\left\{h_{j}\right\}$ is a $b$-Cauchy sequence in $\mathbb{H}$ such that $h_{j} \rightarrow h_{*}$ and $h_{*} \in \mathbb{H}_{0}$. As $\mathbb{T}\left(h_{j}, h_{*}\right) \in \mathbb{K}_{0}$, we have $w \in \mathbb{H}$ satisfying

$$
\begin{equation*}
\mathrm{d}_{b}\left(w, \mathbb{T}\left(h_{j}, h_{*}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}) \tag{4.13}
\end{equation*}
$$

From assumption (vi), we get $\left(h_{j}, h_{*}\right) \in \mathbb{E} \forall j \in \mathbb{N}$ and we already have

$$
\mathrm{d}_{b}\left(h_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K})
$$

Thus, we get $h_{j-1} P h_{*}$, that is $\left(h_{j-1}, h_{j}\right),\left(h_{j}, h_{*}\right) \in \mathbb{E}, \forall j \in \mathbb{N}$.
Hence, from (4.9), we get:

$$
\begin{equation*}
\mathrm{d}_{b}\left(h_{*}, w\right) \leq \Gamma \max \left\{\mathrm{d}_{b}\left(h_{j-1}, h_{j}\right), \mathrm{d}_{b}\left(h_{j}, h_{j+1}\right)\right\} \text { for each } j \in \mathbb{N} . \tag{4.14}
\end{equation*}
$$

Taking $j \rightarrow \infty$ on (4.14),

$$
\begin{gathered}
\lim _{j \rightarrow \infty} \mathrm{~d}_{b}\left(h_{*}, w\right) \leq \Gamma \max \lim _{j \rightarrow \infty}\left\{\mathrm{~d}_{b}\left(h_{j-1}, h_{j}\right), \mathrm{d}_{b}\left(h_{j}, h_{j+1}\right)\right\} \quad \forall j \in \mathbb{N} . \\
\Rightarrow \lim _{j \rightarrow \infty} \mathrm{~d}_{b}\left(h_{*}, w\right) \leq 0 \\
\Rightarrow \mathrm{~d}_{b}\left(h_{*}, w\right)=0, \quad \text { that is } w=h_{*} .
\end{gathered}
$$

Using $w=h_{*}$ in (4.13),

$$
\mathrm{d}_{b}\left(h_{*}, \mathbb{T}\left(h_{j}, h_{*}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}) .
$$

That is, $\left(h_{*}, h_{*}\right) \in \mathbb{E}$. Furthermore, note that $\mathbb{T}\left(h_{*}, h_{*}\right) \in \mathbb{K}_{0}$, and there is $q \in \mathbb{H}$ which satisfy

$$
\begin{equation*}
\mathrm{d}_{b}\left(q, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}) . \tag{4.15}
\end{equation*}
$$

Condition (vi) implies, $\left(h_{*}, h_{*}\right) \in \mathbb{E}$. Hence, we have

$$
\begin{gathered}
\mathrm{d}_{b}\left(h_{*}, \mathbb{T}\left(h_{j}, h_{*}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}), \quad \text { and } \quad \mathrm{d}_{b}\left(q, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}), \\
\text { and } h_{j} P h_{*}, \text { that is }\left(h_{j}, h_{*}\right) \in \mathbb{E} \text { and }\left(h_{*}, h_{*}\right) \in \mathbb{E} .
\end{gathered}
$$

Thus, from (4.9),

$$
\begin{gathered}
\mathrm{d}_{b}\left(h_{*}, q\right) \leq \Gamma \max \left\{\mathrm{d}_{b}\left(h_{j}, h_{*}\right), \mathrm{d}\left(h_{*}, h_{*}\right)\right\} \text { for each } j \in \mathbb{N} . \\
\mathrm{d}_{b}\left(h_{*}, q\right) \leq \Gamma \max \left\{\mathrm{d}_{b}\left(h_{j}, h_{*}\right), \mathrm{d}_{b}\left(h_{*}, h_{*}\right)\right\} \rightarrow 0 \text { as } j \rightarrow \infty . \\
\mathrm{d}_{b}\left(h_{*}, q\right)=0, \text { that is } q=h_{*} .
\end{gathered}
$$

Thus, by putting $q=h_{*}$ in (4.15) we have

$$
\mathrm{d}_{b}\left(h_{*}, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}) .
$$

## Theorem 4.2.3.

Consider a complete $b$-metric space $\left(\mathbb{X}, \mathrm{d}_{b}\right)$ with coefficient $b \geq 1$ endowed with $\mathbb{G}$ graph, where $b$-metric is continuous. Suppose that $\mathbb{H}, \mathbb{K} \neq \phi$, where $\mathbb{H}, \mathbb{K} \subseteq \mathbb{X}$ are closed. Consider a mapping $\mathbb{T}: \mathbb{H} \times \mathbb{H} \rightarrow \mathbb{K}$ such that for each $h_{1}, h_{2}, h_{3}, w_{1}, w_{2} \in \mathbb{H}$ with $h_{1} P h_{3}$, that is, $\left(h_{1}, h_{2}\right),\left(h_{2}, h_{3}\right) \in \mathbb{E}$, and $\mathrm{d}_{b}\left(w_{1}, \mathbb{T}\left(h_{1}, h_{2}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K})=\mathrm{d}_{b}\left(w_{2}, \mathbb{T}\left(h_{2}, h_{3}\right)\right)$, we have:

$$
\begin{equation*}
\mathrm{d}_{b}\left(\mathbb{T}\left(h_{2}, w_{1}\right), \mathbb{T}\left(h_{3}, w_{2}\right)\right) \leq \Gamma\left\{\mathrm{d}_{b}\left(\mathbb{T}\left(h_{1}, h_{2}\right), \mathbb{T}\left(h_{2}, h_{3}\right)\right)\right\}, \tag{4.16}
\end{equation*}
$$

where $\Gamma \in[0,1)$ such that $b \Gamma<1$.
Furthermore, suppose that the subsequent conditions are true:
(i) Mapping is path admissible;
(ii) $\exists h_{0}, h_{1}, h_{2} \in \mathbb{H}$ which satisfy $\mathrm{d}_{b}\left(h_{2}, \mathbb{T}\left(h_{0}, h_{1}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K})$ and $h_{0} P h_{2}$;
(iii) $\mathbb{H}_{0}$ is nonempty;
(iv) $\mathbb{T}\left(\mathbb{H} \times \mathbb{H}_{0}\right) \subseteq \mathbb{K}_{0}$;
(v) $\mathbb{H}$ is approximately compact with respect to $\mathbb{K}$;
(vi) When $\left\{h_{j}\right\}$ and $\left\{\overline{h_{j}}\right\}$ are in $\mathbb{X}$ such that $h_{j} \rightarrow h$ and $\overline{h_{j}} \rightarrow \bar{h}$, then $\mathbb{T}\left(h_{j}, \overline{h_{j}}\right) \rightarrow \mathbb{T}(h, \bar{h})$,
then, there exists a point $h_{*} \in \mathbb{H}$ which satisfy

$$
\mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}),
$$

that is, $\mathbb{T}$ has a BPP.

Proof. From condition (ii), we have $h_{0}, h_{1}, h_{2} \in \mathbb{H}$ satisfying

$$
\mathrm{d}_{b}\left(h_{2}, \mathbb{T}\left(h_{0}, h_{1}\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}), \text { and } h_{0} P h_{2},\right.
$$

that is, $\left(h_{0}, h_{1}\right),\left(h_{1}, h_{2}\right) \in \mathbb{E}$.

From condition (iv), $\mathbb{T}\left(h_{1}, h_{2}\right) \in \mathbb{K}_{0}$, and by the definition of $\mathbb{K}_{0}$, we have $h_{3} \in \mathbb{H}$ which satisfy

$$
\mathrm{d}_{b}\left(h_{3}, \mathbb{T}\left(h_{1}, h_{2}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}) .
$$

Since $\mathbb{T}$ is path admissible, so we have $\left(h_{2}, h_{3}\right) \in \mathbb{E}$. Hence, $h_{1} P h_{3}$.
By similar method, we build a sequence $\left\{h_{j \geq 2}\right\} \subseteq \mathbb{H}$ which satisfy:

$$
\begin{equation*}
\mathrm{d}_{b}\left(h_{j+1}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}) \quad \forall j \in \mathbb{N}, \tag{4.17}
\end{equation*}
$$

and $h_{j-1} P h_{j+1}$, that is, $\left(h_{j-1}, h_{j}\right),\left(h_{j}, h_{j+1}\right) \in \mathbb{E} \forall j \in \mathbb{N}$.
From (4.16), we have:

$$
\begin{equation*}
\mathrm{d}_{b}\left(h_{j}, h_{j+1}\right) \leq \Gamma\left\{\mathrm{d}_{b}\left(h_{j-2}, h_{j-1}\right), \mathrm{d}_{b}\left(h_{j-1}, h_{j}\right)\right\} \text { for each } j=2,3,4, \cdots . \tag{4.18}
\end{equation*}
$$

For convenience, we take $\mathbb{T}_{j-1}=\mathbb{T}\left(h_{j-1}, h_{j}\right)$ for each $j=2,3,4, \cdots$.

Then rewrite (4.18) as

$$
\begin{equation*}
\mathrm{d}_{b}\left(\mathbb{T}_{j-1}, \mathbb{T}_{j}\right) \leq \Gamma \mathrm{d}_{b}\left(\mathbb{T}_{j-2}, \mathbb{T}_{j-1}\right) \text { for each } j=2,3,4, \cdots \tag{4.19}
\end{equation*}
$$

By using induction, we get

$$
\begin{aligned}
\mathrm{d}_{b}\left(\mathbb{T}_{j-1}, \mathbb{T}_{j}\right) & \leq \Gamma \mathrm{d}_{b}\left(\mathbb{T}_{j-2}, \mathbb{T}_{j-1}\right), \\
& \leq \Gamma\left(\Gamma \mathrm{d}_{b}\left(\mathbb{T}_{j-3}, \mathbb{T}_{j-2}\right)\right), \\
& =\Gamma^{2} \mathrm{~d}_{b}\left(\mathbb{T}_{j-3}, \mathbb{T}_{j-2}\right), \\
& \leq \Gamma^{2} \Gamma \mathrm{~d}_{b}\left(\mathbb{T}_{j-4}, \mathbb{T}_{j-3}\right), \\
& =\Gamma^{3} \mathrm{~d}_{b}\left(\mathbb{T}_{j-4}, \mathbb{T}_{j-3}\right), \\
& \vdots \\
& \leq \Gamma^{j-1} \mathrm{~d}_{b}\left(\mathbb{T}_{1}, \mathbb{T}_{0}\right) \text { for } j=2,3,4, \cdots .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\mathrm{d}_{b}\left(\mathbb{T}_{j}, \mathbb{T}_{j+1}\right) \leq \Gamma^{j} \mathrm{~d}_{b}\left(\mathbb{T}_{0}, \mathbb{T}_{1}\right) \quad \text { for } \quad j=1,2,3, \cdots . \tag{4.20}
\end{equation*}
$$

By using triangle inequality,

$$
\begin{align*}
\mathrm{d}_{b}\left(\mathbb{T}_{j}, \mathbb{T}_{j+p}\right) & \leq b\left\{\mathrm{~d}_{b}\left(\mathbb{T}_{j}, \mathbb{T}_{j+1}\right)+\mathrm{d}_{b}\left(\mathbb{T}_{j+1}, \mathbb{T}_{j+p}\right)\right\} \\
& =b \mathrm{~d}_{b}\left(\mathbb{T}_{j}, \mathbb{T}_{j+1}\right)+b \mathrm{~d}_{b}\left(\mathbb{T}_{j+1}, \mathbb{T}_{j+p}\right), \\
& \leq b \mathrm{~d}_{b}\left(\mathbb{T}_{j}, \mathbb{T}_{j+1}\right)+b b\left\{\mathrm{~d}_{b}\left(\mathbb{T}_{j+1}, \mathbb{T}_{j+2}\right)+\mathrm{d}_{b}\left(\mathbb{T}_{j+2} \mathbb{T}_{j+p}\right)\right\},  \tag{4.21}\\
& =b \mathrm{~d}_{b}\left(\mathbb{T}_{j}, \mathbb{T}_{j+1}\right)+b^{2} \mathrm{~d}_{b}\left(\mathbb{T}_{j+1}, \mathbb{T}_{j+2}\right)+b^{2} \mathrm{~d}_{b}\left(\mathbb{T}_{j+2} \mathbb{T}_{j+p}\right), \\
& \leq b \mathrm{~d}_{b}\left(\mathbb{T}_{j}, \mathbb{T}_{j+1}\right)+b^{2} \mathrm{~d}_{b}\left(\mathbb{T}_{j+1}, \mathbb{T}_{j+2}\right)+\cdots+\mathrm{d}_{b}\left(\mathbb{T}_{j+p-1} \mathbb{T}_{j+p}\right) .
\end{align*}
$$

By using (4.20) in (4.21), we get

$$
\begin{aligned}
\mathrm{d}_{b}\left(\mathbb{T}_{j}, \mathbb{T}_{j+p}\right) & \leq b \Gamma^{j} \mathrm{~d}_{b}\left(\mathbb{T}_{0}, \mathbb{T}_{1}\right)+b^{2} \Gamma^{j+1} \mathrm{~d}_{b}\left(\mathbb{T}_{0}, \mathbb{T}_{1}\right)+\cdots+b^{p} \Gamma^{j+p-1} \mathrm{~d}_{b}\left(\mathbb{T}_{0}, \mathbb{T}_{1}\right), \\
& =b \Gamma^{j} \mathrm{~d}_{b}\left(\mathbb{T}_{0}, \mathbb{T}_{1}\right)\left(1+b \Gamma+b^{2} \Gamma^{2}+\cdots+b^{p-1} \Gamma^{p-1}\right), \\
& \leq b \Gamma^{j+1} \mathrm{~d}_{b}\left(\mathbb{T}_{0}, \mathbb{T}_{1}\right) \frac{1-(b \Gamma)^{p}}{1-\Gamma} \\
& <b \Gamma^{j+1} \mathrm{~d}_{b}\left(\mathbb{T}_{0}, \mathbb{T}_{1}\right) \frac{1}{1-\Gamma} .
\end{aligned}
$$

Applying $\lim _{j \rightarrow \infty}$ on above inequality, the inequality deduced to,

$$
\begin{aligned}
& \lim _{j \rightarrow \infty} \mathrm{~d}_{b}\left(\mathbb{T}\left(h_{j}, \mathbb{T}_{j+1}\right), \mathbb{T}\left(h_{j+p}, h_{j+p+1}\right) \leq 0\right. \\
\Rightarrow & \lim _{j \rightarrow \infty} \mathrm{~d}_{b}\left(\mathbb{T}\left(h_{j}, h_{j+1}\right), \mathbb{T}\left(h_{j+p}, h_{j+p+1}\right)=0\right.
\end{aligned}
$$

This proves that, we get a $b$-Cauchy sequence $\mathbb{T}\left(h_{j-1}, h_{j}\right)$ in closed subset of $\mathbb{K}$. Since $\mathbb{X}$ is complete, consider $k_{*} \in \mathbb{K}$ such that $\mathbb{T}\left(h_{j-1}, h_{j}\right) \rightarrow k_{*}$.
Moreover,

$$
\begin{aligned}
\mathrm{d}_{b}\left(k_{*}, \mathbb{H}\right) & \leq \mathrm{d}_{b}\left(k_{*}, h_{j+1}\right), \\
& \leq b\left\{\mathrm{~d}_{b}\left(k_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)+\mathrm{d}_{b}\left(h_{j+1}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right\},\right. \\
& =b\left\{\mathrm{~d}_{b}\left(k_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)+\mathrm{d}_{b}(\mathbb{H}, \mathbb{K})\right\}, \text { by }(4.17) \\
& =b \mathrm{~d}_{b}\left(k_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)+b \mathrm{~d}_{b}(\mathbb{H}, \mathbb{K}), \\
& \leq b \mathrm{~d}_{b}\left(k_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)+b \mathrm{~d}_{b}\left(k_{*}, \mathbb{H}\right) .
\end{aligned}
$$

Therefore, $\mathrm{d}_{b}\left(k_{*}, h_{j+1}\right) \rightarrow \mathrm{d}_{b}\left(k_{*}, \mathbb{H}\right) \quad$ as $\quad j \rightarrow \infty$.
Since from condition $(v),\left\{h_{j}\right\}$ has a subsequence $\left\{h_{j_{l}}\right\}$ that converges an element $h_{*} \subseteq \mathbb{H}$ such that:

$$
\begin{gathered}
\mathrm{d}_{b}\left(h_{*}, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\lim _{l \rightarrow \infty} \mathrm{~d}_{b}\left(h_{j_{l+1}}, \mathbb{T}\left(h_{j_{l-1}}, h_{j_{l}}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}) . \\
\Rightarrow \mathrm{d}_{b}\left(h_{*}, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}) .
\end{gathered}
$$

## Theorem 4.2.4.

Consider a complete $b$-metric space ( $\mathbb{X}, \mathrm{d}_{b}$ ) with coefficient $b \geq 1$ endowed with $\mathbb{G}$ graph, where $b$-metric is continuous. Suppose that $\mathbb{H}, \mathbb{K} \neq \phi$, where $\mathbb{H}, \mathbb{K} \subseteq \mathbb{X}$ are closed. Consider a mapping $\mathbb{T}: \mathbb{H} \times \mathbb{H} \rightarrow \mathbb{K}$ such that for each $h_{1}, h_{2}, h_{3}, w_{1}, w_{2} \in \mathbb{H}$ with $h_{1} P h_{3}$, that is, $\left(h_{1}, h_{2}\right),\left(h_{2}, h_{3}\right) \in \mathbb{E}$, and
$\mathrm{d}_{b}\left(w_{1}, \mathbb{T}\left(h_{1}, h_{2}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K})=\mathrm{d}_{b}\left(w_{2}, \mathbb{T}\left(h_{2}, h_{3}\right)\right)$, we have:
$\mathrm{d}_{b}\left(\mathbb{T}\left(h_{2}, w_{1}\right), \mathbb{T}\left(h_{3}, w_{2}\right)\right) \leq \Gamma \max \left\{\mathrm{d}_{b}\left(\mathbb{T}\left(h_{1}, h_{2}\right), \mathbb{T}\left(h_{2}, h_{3}\right)\right), \mathrm{d}_{b}\left(\mathbb{T}\left(h_{2}, h_{3}\right), \mathbb{T}\left(w_{1}, w_{2}\right)\right)\right\}$,
where $\Gamma \in[0,1)$ such that $b \Gamma<1$.
Furthermore, suppose that the subsequent conditions are true:
(i) Mapping is path admissible;
(ii) $\exists h_{0}, h_{1}, h_{2} \in \mathbb{H}$ which satisfy $\mathrm{d}_{b}\left(h_{2}, \mathbb{T}\left(h_{0}, h_{1}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K})$ and $h_{0} P h_{2}$;
(iii) $\mathbb{H}_{0}$ is nonempty;
(iv) $\mathbb{T}\left(\mathbb{H} \times \mathbb{H}_{0}\right) \subseteq \mathbb{K}_{0}$;
(v) $\mathbb{H}$ is approximately compact with respect to $\mathbb{K}$;
(vi) When $\left\{h_{j}\right\},\left\{\overline{h_{j}}\right\}$ in $\mathbb{X}$ such that $h_{j} \rightarrow h$ and $\overline{h_{j}} \rightarrow \bar{h}$, then $\mathbb{T}\left(h_{j}, \overline{h_{j}}\right) \rightarrow \mathbb{T}(h, \bar{h})$,
then, there exists a point $h_{*} \in \mathbb{H}$ which satisfy

$$
\mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}),
$$

that is, $\mathbb{T}$ has a BPP.

Proof. From condition (ii), $h_{0}, h_{1}, h_{2} \in \mathbb{H}$ satisfying

$$
\mathrm{d}_{b}\left(h_{2}, \mathbb{T}\left(h_{0}, h_{1}\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}), \quad \text { and } h_{0} P h_{2},\right.
$$

that is, $\left(h_{0}, h_{1}\right),\left(h_{1}, h_{2}\right) \in \mathbb{E}$.

From condition (iv), $\mathbb{T}\left(h_{1}, h_{2}\right) \in \mathbb{K}_{0}$, and by the definition of $\mathbb{K}_{0}$, we have $h_{3} \in \mathbb{H}$ which satisfy

$$
\mathrm{d}_{b}\left(h_{3}, \mathbb{T}\left(h_{1}, h_{2}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}) .
$$

Since $\mathbb{T}$ is path admissible, so we get $\left(h_{2}, h_{3}\right) \in \mathbb{E}$. Hence, $h_{1} P h_{3}$.
By similar method, we build a sequence $\left\{h_{j \geq 2}\right\}$ in $\mathbb{H}$ which satisfy:

$$
\begin{equation*}
\mathrm{d}_{b}\left(h_{j+1}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}) \quad \forall j \in \mathbb{N}, \tag{4.23}
\end{equation*}
$$

and $h_{j-1} P h_{j+1}$, that is $\left(h_{j-1}, h_{j}\right),\left(h_{j}, h_{j+1}\right) \in \mathbb{E} \forall j \in \mathbb{N}$.
From (4.22), we have:

$$
\begin{align*}
\mathrm{d}_{b}\left(\mathbb{T}\left(h_{j-1}, h_{j}\right), \mathbb{T}\left(h_{j}, h_{j+1}\right)\right) \leq & \Gamma \max \left\{\mathrm{d}_{b}\left(\mathbb{T}\left(h_{j-2}, h_{j-1}\right)\right), \mathbb{T}\left(h_{j-1}, h_{j}\right)\right),  \tag{4.24}\\
& \left.\mathrm{d}_{b}\left(\mathbb{T}\left(h_{j-1}, h_{j}\right), \mathbb{T}\left(h_{j}, h_{j+1}\right)\right)\right\} .
\end{align*}
$$

For convenience, we take $\mathbb{T}_{j-1}=\mathbb{T}\left(h_{j-1}, h_{j}\right)$ for each $j=2,3,4, \cdots$. Then rewrite (4.24) as

$$
\mathrm{d}_{b}\left(\mathbb{T}_{j-1}, \mathbb{T}_{j}\right) \leq \Gamma \max \left\{\mathrm{d}_{b}\left(\mathbb{T}_{j-2}, \mathbb{T}_{j-1}\right), \mathrm{d}\left(\mathbb{T}_{j-1}, \mathbb{T}_{j}\right)\right\}
$$

Either

$$
\max \left\{\mathrm{d}_{b}\left(\mathbb{T}_{j-2}, \mathbb{T}_{j-1}\right), \mathrm{d}_{b}\left(\mathbb{T}_{j-1}, \mathbb{T}_{j}\right)\right\}=\mathrm{d}_{b}\left(\mathbb{T}_{j-2}, \mathbb{T}_{j-1}\right) \text { for each } j=2,3,4, \cdots,
$$

or ,

$$
\max \left\{\mathrm{d}_{b}\left(\mathbb{T}_{j-2}, \mathbb{T}_{j-1}\right), \mathrm{d}_{b}\left(\mathbb{T}_{j-1}, \mathbb{T}_{j}\right)\right\}=\mathrm{d}_{b}\left(\mathbb{T}_{j-1}, \mathbb{T}_{j}\right) \text { for each } j=2,3,4, \cdots
$$

If we take $\max \left\{\mathrm{d}_{b}\left(\mathbb{T}_{j-2}, \mathbb{T}_{j-1}\right), \mathrm{d}_{b}\left(\mathbb{T}_{j-1}, \mathbb{T}_{j}\right)\right\}=\mathrm{d}_{b}\left(\mathbb{T}_{j-1}, \mathbb{T}_{j}\right)$, which is contradiction. Hence we have:

$$
\begin{equation*}
\mathrm{d}_{b}\left(\mathbb{T}_{j-1}, \mathbb{T}\left(h_{j}\right) \leq \Gamma \mathrm{d}_{b}\left(\mathbb{T}_{j-2}, \mathbb{T}_{j-1}\right) \text { for each } j=2,3,4, \cdots\right. \tag{4.25}
\end{equation*}
$$

By using induction, we get

$$
\begin{aligned}
\mathrm{d}_{b}\left(\mathbb{T}_{j-1}, \mathbb{T}_{j}\right) & \leq \Gamma \mathrm{d}_{b}\left(\mathbb{T}_{j-2}, \mathbb{T}_{j-1}\right), \\
& \leq \Gamma\left(\Gamma \mathrm{d}_{b}\left(\mathbb{T}_{j-3}, \mathbb{T}_{j-2}\right)\right), \\
& =\Gamma^{2} \mathrm{~d}_{b}\left(\mathbb{T}_{j-3}, \mathbb{T}_{j-2}\right), \\
& \leq \Gamma^{2} \Gamma \mathrm{~d}_{b}\left(\mathbb{T}_{j-4}, \mathbb{T}_{j-3}\right), \\
& =\Gamma^{3} \mathrm{~d}_{b}\left(\mathbb{T}_{j-4}, \mathbb{T}_{j-3}\right), \\
& \vdots \\
& \leq \Gamma^{j-1} \mathrm{~d}_{b}\left(\mathbb{T}_{1}, \mathbb{T}_{0}\right) \text { for } j=2,3,4, \cdots .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\mathrm{d}_{b}\left(\mathbb{T}_{j}, \mathbb{T}_{j+1}\right) \leq \Gamma^{j} \mathrm{~d}_{b}\left(\mathbb{T}_{0}, \mathbb{T}_{1}\right) \quad \text { for } \quad j=1,2,3, \cdots \tag{4.26}
\end{equation*}
$$

By using triangle inequality,

$$
\begin{align*}
\mathrm{d}_{b}\left(\mathbb{T}_{j}, \mathbb{T}_{j+p}\right) & \leq b\left\{\mathrm{~d}_{b}\left(\mathbb{T}_{j}, \mathbb{T}_{j+1}\right)+\mathrm{d}_{b}\left(\mathbb{T}_{j+1}, \mathbb{T}_{j+p}\right)\right\} \\
& =b \mathrm{~d}_{b}\left(\mathbb{T}_{j}, \mathbb{T}_{j+1}\right)+b \mathrm{~d}_{b}\left(\mathbb{T}_{j+1}, \mathbb{T}_{j+p}\right), \\
& \leq b \mathrm{~d}_{b}\left(\mathbb{T}_{j}, \mathbb{T}_{j+1}\right)+b b\left\{\mathrm{~d}_{b}\left(\mathbb{T}_{j+1}, \mathbb{T}_{j+2}\right)+\mathrm{d}_{b}\left(\mathbb{T}_{j+2} \mathbb{T}_{j+p}\right)\right\}  \tag{4.27}\\
& =b \mathrm{~d}_{b}\left(\mathbb{T}_{j}, \mathbb{T}_{j+1}\right)+b^{2} \mathrm{~d}_{b}\left(\mathbb{T}_{j+1}, \mathbb{T}_{j+2}\right)+b^{2} \mathrm{~d}_{b}\left(\mathbb{T}_{j+2} \mathbb{T}_{j+p}\right), \\
& \leq b \mathrm{~d}_{b}\left(\mathbb{T}_{j}, \mathbb{T}_{j+1}\right)+b^{2} \mathrm{~d}_{b}\left(\mathbb{T}_{j+1}, \mathbb{T}_{j+2}\right)+\cdots+\mathrm{d}_{b}\left(\mathbb{T}_{j+p-1} \mathbb{T}_{j+p}\right)
\end{align*}
$$

By using (4.26) in (4.27), we get

$$
\begin{aligned}
\mathrm{d}_{b}\left(\mathbb{T}_{j}, \mathbb{T}_{j+p}\right) & \leq b \Gamma^{j} \mathrm{~d}_{b}\left(\mathbb{T}_{0}, \mathbb{T}_{1}\right)+b^{2} \Gamma^{j+1} \mathrm{~d}_{b}\left(\mathbb{T}_{0}, \mathbb{T}_{1}\right)+\cdots+b^{p} \Gamma^{j+p-1} \mathrm{~d}_{b}\left(\mathbb{T}_{0}, \mathbb{T}_{1}\right), \\
& =b \Gamma^{j} \mathrm{~d}_{b}\left(\mathbb{T}_{0}, \mathbb{T}_{1}\right)\left(1+b \Gamma+b^{2} \Gamma^{2}+\cdots+b^{p-1} \Gamma^{p-1}\right), \\
& \leq b \Gamma^{j+1} \mathrm{~d}_{b}\left(\mathbb{T}_{0}, \mathbb{T}_{1}\right) \frac{1-(b \Gamma)^{p}}{1-\Gamma} \\
& <b \Gamma^{j+1} \mathrm{~d}_{b}\left(\mathbb{T}_{0}, \mathbb{T}_{1}\right) \frac{1}{1-\Gamma} .
\end{aligned}
$$

Applying $\lim _{j \rightarrow \infty}$ on above inequality, the inequality deduced to,

$$
\begin{aligned}
& \lim _{j \rightarrow \infty} \mathrm{~d}_{b}\left(\mathbb{T}\left(h_{j}, \mathbb{T}_{j+1}\right), \mathbb{T}\left(h_{j+p}, h_{j+p+1}\right) \leq 0\right. \\
\Rightarrow & \lim _{j \rightarrow \infty} \mathrm{~d}_{b}\left(\mathbb{T}\left(h_{j}, h_{j+1}\right), \mathbb{T}\left(h_{j+p}, h_{j+p+1}\right)=0\right.
\end{aligned}
$$

This proves that, we get a $b$-Cauchy sequence $\mathbb{T}\left(h_{j-1}, h_{j}\right)$ in closed subset of $\mathbb{K}$.
Since $\mathbb{X}$ is complete, consider $k_{*} \in \mathbb{K}$ such that $\mathbb{T}\left(h_{j-1}, h_{j}\right) \rightarrow k_{*}$.
Moreover,

$$
\begin{aligned}
\mathrm{d}_{b}\left(k_{*}, \mathbb{H}\right) & \leq \mathrm{d}_{b}\left(k_{*}, h_{j+1}\right), \\
& \leq b\left\{\mathrm{~d}_{b}\left(k_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)+\mathrm{d}_{b}\left(h_{j+1}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)\right\}, \\
& =b\left\{\mathrm{~d}_{b}\left(k_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)+\mathrm{d}_{b}(\mathbb{H}, \mathbb{K})\right\}, \quad \text { by }(4.23) \\
& =b \mathrm{~d}_{b}\left(k_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)+b \mathrm{~d}_{b}(\mathbb{H}, \mathbb{K}), \\
& \leq b \mathrm{~d}_{b}\left(k_{*}, \mathbb{T}\left(h_{j-1}, h_{j}\right)\right)+b \mathrm{~d}_{b}\left(k_{*}, \mathbb{H}\right) .
\end{aligned}
$$

Therefore, $\mathrm{d}_{b}\left(k_{*}, h_{j+1}\right) \rightarrow \mathrm{d}_{b}\left(k_{*}, \mathbb{H}\right) \quad$ as $\quad j \rightarrow \infty$.

Condition (iv) implies, $\left\{h_{j}\right\}$ has a subsequence $\left\{h_{j_{l}}\right\}$ that converges an element $h_{*} \in \mathbb{H}$ such that:

$$
\begin{gathered}
\mathrm{d}_{b}\left(h_{*}, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\lim _{l \rightarrow \infty} \mathrm{~d}_{b}\left(h_{j_{l+1}}, \mathbb{T}\left(h_{j_{l-1}}, h_{j_{l}}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}) . \\
\Rightarrow \mathrm{d}_{b}\left(h_{*}, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K}) .
\end{gathered}
$$

## Theorem 4.2.5.

Consider a complete $b$-metric space ( $\mathbb{X}, \mathrm{d}_{b}$ ) with coefficient $b \geq 1$ endowed with $\mathbb{G}$ graph, where $b$-metric is continuous. Suppose that $\mathbb{H}, \mathbb{K} \neq \phi$, where $\mathbb{H}, \mathbb{K} \subseteq \mathbb{X}$ are closed. Consider a mapping $\mathbb{T}: \mathbb{H} \times \mathbb{H} \rightarrow \mathbb{K}$ such that for each $h_{1}, h_{2}, h_{3}, w_{1}, w_{2} \in \mathbb{H}$ with $h_{1} P h_{3}$, that is, $\left(h_{1}, h_{2}\right),\left(h_{2}, h_{3}\right) \in \mathbb{E}$, and
$\mathrm{d}_{b}\left(w_{1}, \mathbb{T}\left(h_{1}, h_{2}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K})=\mathrm{d}_{b}\left(w_{2}, \mathbb{T}\left(h_{2}, h_{3}\right)\right)$, we have:
$\mathrm{d}_{b}\left(\mathbb{T}\left(h_{2}, h_{3}\right), \mathbb{T}\left(w_{1}, w_{2}\right)\right) \leq \Gamma \max \left\{\mathrm{d}_{b}\left(\mathbb{T}\left(h_{1}, h_{2}\right), \mathbb{T}\left(h_{2}, h_{3}\right)\right), \mathrm{d}_{b}\left(\mathbb{T}\left(h_{2}, w_{1}\right), \mathbb{T}\left(h_{3}, w_{2}\right)\right)\right\}$,
where $\Gamma \in[0,1)$ such that $b \Gamma<1$.

Furthermore, suppose that the subsequent conditions are true:
(i) Mapping is path admissible;
(ii) $\exists h_{0}, h_{1}, h_{2} \in \mathbb{H}$ which satisfy $\mathrm{d}_{b}\left(h_{2}, \mathbb{T}\left(h_{0}, h_{1}\right)\right)=\mathrm{d}_{b}(\mathbb{H}, \mathbb{K})$ and $h_{0} P h_{2}$;
(iii) $\mathbb{H}_{0}$ is nonempty;
(iv) $\mathbb{T}\left(\mathbb{H} \times \mathbb{H}_{0}\right) \subseteq \mathbb{K}_{0}$;
(v) $\mathbb{H}$ is approximately compact with respect to $\mathbb{K}$;
(vi) When $\left\{h_{j}\right\},\left\{\overline{h_{j}}\right\} \subseteq \mathbb{X}$ such that $h_{j} \rightarrow h$ and $\overline{h_{j}} \rightarrow \bar{h}$, then $\mathbb{T}\left(h_{j}, \overline{h_{j}}\right) \rightarrow \mathbb{T}(h, \bar{h})$,
then, there exists a point $h_{*} \in \mathbb{H}$ which satisfy

$$
\mathrm{d}\left(h_{*}, \mathbb{T}\left(h_{*}, h_{*}\right)\right)=\mathrm{d}(\mathbb{H}, \mathbb{K}),
$$

that is, $\mathbb{T}$ has a BPP.

Proof. This theorem can be proved in a similar way to the proof of Theorem 4.2.4.

## Chapter 5

## Conclusion

The work of Ali et al. [35] on "Prešić type nonself operators and related best Proximity results" is discussed and elaborated to represent the complete analysis of the article [35] in this thesis.

The main purpose of this research was to discuss and extend the above results in $b$-metric spaces. For this, the definition of best proximity point is formulated in the setting of $b$-metric spaces. Then the fixed point theorems are established for Prešić form of non self operators and best proximity results in the setting of $b$ metric spaces. These results might be valuable in solving particular best proximity points in addition to fixed point theory in perception of $b$-metric spaces.
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